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Abstract – Within the scope of this study, it is aimed to classify the mushroom species consumed as a 

staple food. For this purpose, 8124 mushroom data with 22 different mushroom feature information were 

used. 5686 of these data were used for training and 2438 for testing. In the study, poisonous and edible 

mushroom species were classified by random forest, decision tree, and logistic regression classification 

methods. The parameters used in the random forest and decision tree classification algorithms used in the 

study were optimized with the GridSearchCV optimization method. With the random forest algorithm, the 

highest precision, recall, and F1 score values are 0.93, 0.98, and 0.95, respectively. When these values are 

examined on a class basis, the highest distinctiveness results were obtained in the poisonous class. In the 

edible class, the highest performance results were measured as 0.97, 0.92, and 0.95 for precision, recall, 

and F1 score values, respectively. With the decision Tree algorithm, the highest precision, recall, and F1 

score values are 0.98, 0.98, and 0.92, respectively. The highest precision, recall, and F1 score values of 

the best poisonous class are 0.90, 0.98, and 0.92, respectively. The best performance results of the edible 

class were obtained with the highest precision, recall, and F1 score values of 0.98, 0.89, and 0.90, 

respectively. The average accuracy rate was 0.9028 with the Logistic Regression algorithm, and the 

precision, recall, and F1 score values of the poisonous class were obtained as 0.86, 0.97, and 0.91, 

respectively. Precision, recall, and F1 score values of the Edible class were obtained as 0.96, 0.83, and 

0.89, respectively.   
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I. INTRODUCTION 

The discovery and consumption of mushrooms as 

a food type by human beings dates back to the first 

ages [1]. This highly satisfying food source 

contains amino acids, carbohydrates, fiber, 

important vitamins, and minerals. Mushrooms are 

also a frequently used resource in the 

pharmaceutical industry [2]. Fungi species are 

divided into 3 groups according to their nutrition 

types: Mycorrhizal (Symbiotic), Saprotrophic 

(Saprophytes), and Parasites. Mycorrhizal species 

usually live mutualistically with a host plant. The 

saprotrophic species produce their food from dead 

organic materials. Some varieties of this species 

form the basis of cultivated mushrooms. Parasite 

fungi, on the other hand, provide their food by 

establishing a non-symbiotic relationship with 

other living things. There are about 145 groups of 

fungi as parasite species [3]. Apart from these, 

mushrooms are generally divided into two groups 

medicinal (poisonous) and edible mushrooms. 

Edible mushrooms are mushrooms that can be 

consumed as fresh or dried fruit parts.  

These mushrooms have nourishing, stress-

relieving, and anti-infective properties. Poisonous 

mushrooms are generally used in pharmaceutical 

applications due to the bioactive components and 

triterpenoids they contain. It is also used in the 
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cosmetic industry. Poisonous mushrooms are not 

consumed directly [4]. 

A significant part of the mushrooms consumed in 

the world is still supplied directly from nature. 

Especially in rainy seasons, there is a significant 

increase in the number of mushrooms found in 

nature. However, most of the mushrooms obtained 

from nature are poisonous mushrooms. However, 

this type of mushroom is often confused with 

edible mushrooms. Because, whether the 

mushrooms are medicinal, i.e. poisonous or edible, 

is based primarily on visual identification and then 

on biochemical analyzes [5]. 

It is a very difficult and dangerous issue for 

people who are not experts in this field to come to 

a conclusion on this subject by doing biochemical 

analysis in daily life. In such cases, making the 

wrong decision often results in death or disability. 

The main focus of the study is the development 

of software that can be used in the laboratory 

environment to distinguish between edible 

mushrooms and poisonous mushrooms. In this 

sense, the literature contribution of the study; 

• Edible and poisonous mushrooms are 

classified using random forest(RF), decision 

tree(DT), and logistic regression(LR) 

classification algorithms. 

• The success results of each classification 

algorithm used in the study were compared 

with each other. 

• The parameters used with the decision tree 

algorithm were optimized using the 

GridSearch optimization algorithm, thus 

improving the performance results. 

In the next section of the study; In section 2, 

information about the dataset used in the study is 

presented. In section 3, information about RF, DT, 

and LR in the literature is shared and information 

about optimized DT is presented. In addition, the 

evaluation metrics used in the study are also shared 

in section 3. In the last section of the study, the 

experimental success of each classification 

algorithm was shared separately and a general 

evaluation of the study was made. 

II. MATERIALS 

In the study, the mushroom dataset prepared by 

the "Audobon Society Field Guide", which has 

been used for a long time in the literature, was used 

to classify edible and poisonous mushrooms [6].  

The most important purpose of choosing this 

dataset is to enable users to test the optimization 

process in the DT algorithm in the study. There are 

22 attributes belonging to edible and poisonous 

mushroom classes in the dataset used.  

Table 1. Example of a table 
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These attributes are basic attributes that can be 

easily identified by anyone encountering a fungus 

in nature. The attributes of the dataset used are 

presented in detail in Table 1. In the dataset used, 

the attributes of 8124 mushrooms belonging to the 

poisonous, and edible mushroom species are 

shown in Table 1. This data was divided into two 

parts: 70% training and 30% testing. As a result of 

this process, 5686 data were used as training data 

and 2438 as test data. 

III. MATERIALS 

In this part of the study, general information 

about RF, DT, and LR algorithms used for 

classification is presented. Afterward, the 

optimized DT and RF algorithms are mentioned.  

A. Decision Tree 

Decision trees are a popular classification 

algorithm used in many different applications. It 

has many different models such as ID3, and C4.5. 

The model used in the study is the C4.5 model 

developed by J. Ross Quinlan [7]. The random 

forest algorithm, which is extremely easy to 

understand, consists of two important steps: tree 

creation and pruning. 

The general structure of a decision tree consists 

of leaves, branches, and roots. The bottom part of 

the tree structure is called the leaf and the top part 

is called the root. Each feature in the dataset 

represents node points. The structure or branch 

between two nodes is called. Deciding on which 

attribute value to branch is the most important step 

in constructing decision trees [8]. Generally, the 

gini index, information gain, and towing rule [3] 

are used as decision-making conditions [7], [9]. 

Gini information gain was used as a decision-

making condition from the decision tree model 

used in the study. In this method, the effect of the 

related attribute on the result is calculated with an 

entropy-based value for each features. 

If it is thought that there are 𝑛 classes in a 

decision tree structure and it is thought to repeat 

these classes 𝑇 times, the probability of data 

belonging to this class is calculated by Equation 1. 

 

𝑃𝑖 =
𝑐𝑖

|𝑇|
                                                                               (1) 

The 𝑐𝑖 value in Equation 1 represents the class 

value of a class. The entropy 𝐻(𝑇) value of these 

classes is calculated by Equation 2. 

 

𝐻(𝑇) = ∑ 𝑃𝑖𝑙𝑜𝑔2

𝑛

𝑖=1

                                                            (2) 

According to the 𝑌 attribute value in the dataset, 

when the 𝑇 class values are subclassed as 

𝑇1, 𝑇2, . . . . . . . 𝑇𝑛 the information gain according to the 

𝑌 attribute value is calculated using 𝐼𝐺(𝑌, 𝑇) 

Equation 3. 

𝐼𝐺(𝑌, 𝑇) = 𝐻(𝑇) − ∑
|𝑇1|

|𝑇|
 𝐻(𝑇𝑖)

𝑛

𝑖=1

                             (3) 

In determining the feature value, the separation 

information is calculated using Equation 4. 

𝑆𝐼(𝑌) = − ∑
|𝑇1|

|𝑇|
 𝑙𝑜𝑔2 (

|𝑇𝑖|

𝑇
)

𝑛

𝑖=1

                                     (4) 

The ratio of the information gain to the 

separation information gives the information about 

how much information gain will be provided by the 

separation of the relevant attribute. Similarly, the 

tree structure is separated according to the feature 

with the highest gain information by calculating 

the gain information for each feature. 

Another important process used in the structure 

of decision trees is pruning. Pruning can be done in 

two ways [10]. When the tree structure is formed, 

when the tree grows at a certain rate, it is called 

pre-pruning to stop the division so that the tree 

does not grow anymore. Secondly, pruning by 

calculating the split points created after the tree is 

fully formed is called final pruning. 

B. Random Forest 

The random forest (RF) algorithm was first 

converted into a classification and regression tool 

by Breiman to make predictions based on various 

variables [11]. This algorithm is a classification 

algorithm that includes several decision trees 

constructed based on randomly selected subsets 

using bootstrap aggregating (bagging) [12]. It 

randomly selects the samples used during the 

training of the algorithm. At the same time, it 

randomly selects the nodes of the decision tree 

when dividing [13]. Besides randomness, it 

controls parameters such as forest size, structure, 

and node size, which are the parameters used in the 

construction of trees. Among these parameters, 

especially entropy, gini, and depth number 
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parameters were used in different combinations in 

training the model. 

If RF aims to predict future data, classification, 

and regression rules need to be established 

correctly [14]. The main aim here is to provide 

optimization that will provide high performance by 

minimizing the classification error rate. With this 

parameter optimization, the relationship between 

the used features and the class was investigated 

correctly and a good result was tried to be 

obtained. 

The main steps that build the RF algorithm 

consist of the following steps respectively [14]: 

• Based on the 𝑀 value, randomly identify new 

sub-attribute sets named 𝜃𝑘. 𝜃𝑘 is independent 

of any other subsets in the 𝜃1, … . , 𝜃𝑘 sequence. 

• Make individual decisions by training each of 

the subsets. Each subclassifier is represented 

by ℎ(𝑋, 𝜃𝑘). The 𝑋 value here represents the 

entries. 

• The RF classifier is defined by repeating the 

above processes until values are obtained 

from all feature subsets. 

• Finally, the class label is decided according to 

the results obtained from each classification. 

 

C. Logistic Regression 

Logistic regression is a non-linear form of a 

linear regression model. It usually calculates the 

probability of class membership for one of the two 

categories in the dataset and is useful when the 

dependent variable is restricted to a two-class 

problem [13]. In the study, there are two classes 

poisonous and edible. This aspect is a very suitable 

classification model for the application determined 

by logistic regression. The relationship between the 

variables using logistics can be expressed by 

Equation 5 [15], [16]. 

 

�̅� =
1

1 + 𝑒−�̅�
, 𝑤ℎ𝑒𝑟𝑒 �̅� = �̅�. 𝑥                                       (5)  

𝜇 is a linear function of 𝑥. �̅� is used to estimate 

poisonous and edible classes. 

 

D. GridsearchCV 

In general, models developed in machine 

learning applications are trained on a dataset, and 

then the best-performing one is selected. However, 

we cannot say for sure which of these models is the 

best when different situations are involved. 

Therefore, the general aim is the continuous 

improvement of the models. In addition, a factor 

affecting the performance of the models is the 

selected parameters. For this reason, the use of a 

developed or used model with optimum parameter 

values directly affects the success of the system. 

It is one of the methods used for this purpose in 

GridSearchCV. Grid Search is a well-known 

method for identifying all combinations of 

hyperparameters. The learning rate and the number 

of layers are the two most important parameters in 

GridSearch. First, a set of values is determined for 

each hyperparameter. The hyperparameter 

combination is determined in each loop. In the end, 

the most successful combination of the 

hyperparameters is selected and used in the 

learning process [17]. The optimized parameters 

determined for random forest and decision tree in 

the study are presented in detail in Tables 2 and 3. 

 

Table 2. Selection results of random forest algorithm training 

parameters with GridSearchCV method. 

Model Criterion 
Max-

depth 

Max-

feature

s 

N 

estimators 

Random 

Forest 
Gini, 

Entropy 

4, 5, 6, 

7, 8 

'auto', 

'sqrt', 

'log2' 

200, 500 

GridSearch

CV 
Gini 8 'auto' 500 

 

Table 3. Selection results of decision tree algorithm training 

parameters with GridSearchCV method 

Model Criterion 
Max-

depth 

Splitter Max-

features 

Decision 

Tree Gini, 

Entropy 

1, 2, 

3, 4, 5 

‘best’ 

‘random’ 

'auto', 

'sqrt', 

'log2' 
GridSearch

CV 
Gini 5 'best' 'sqrt' 

 

E. Evaluation Metrics 

Accuracy, Recall, Precision, and F1 Score 

performance evaluation metrics, which are 

preferred in many applications in the literature, 

were used to evaluate the success of the models 

used in the study. These metrics used are presented 

in detail in Equations 6-9. In addition to these, a 

complexity matrix was also created for the 

outcome of each model [18]–[22]. 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃
                              (6) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                                           (7) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                     (8) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
                            (9) 

 

IV. RESULTS AND CONCLUSION 

In this study, the classification of fungi was 

carried out using 22 characteristic features and 

three different classification algorithms found in 

the literature. Evaluation metrics, which are also 

widely used in the literature, were used to measure 

classification success. The test performance results 

obtained for random forest, decision tree, and 

logistic regression are presented in detail in Tables 

4, 5, and 6, respectively. In addition to these, the 

confusion matrix of each model is shared below.  

 

Table 4. Selection results of the Decision tree algorithm 

training parameters with the GridSearchCV method. 

P=Poisonous, E=Edible 

Model 

C
ri

te
r
io

n
 

C
la

ss
 

P
re

ci
si

o
n

 

R
ec

a
ll

 

F
1

 S
co

re
 

Random 

Forest 

(Optimization) 

Gini P 0.93 0.98 0.95 

Random 

Forest 

(Optimization) 

Gini E 0.97 0.92 0.95 

Average 

Accuracy 
0.9400 

Random 

Forest 
Entrophy P 0.91 0.96 0.93 

Random 

Forest 
Entrophy E 0.96 0.89 0.93 

Average 

Accuracy 
0.9300 

Random 

Forest 

Gini 
P 0.91 0.96 0.93 

Random 

Forest 

Gini 
E 0.96 0.90 0.92 

Average 

Accuracy 
0.9295 

 

The average accuracy obtained from the 

optimized parameters shown in Fig. 3 

outperformed the results with entropy criteria in 

Fig. 1 and 1.05% better than the results with gini 

criteria in Fig. 2. 

 

Fig. 1 Performance results of random forest algorithm with 

entropy type  

 

Fig. 2 Performance results of Random Forest algorithm with 

gini type 

 

Fig. 3 Optimized performance results of random forest 

algorithm 

As can be seen from the confusion matrix results 

in Figs 1, 2, and 3 in the random forest algorithm, a 

noticeable increase in classification success has 

been achieved with optimized parameter values. 
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Table 5. Decision Tree classification results. P=Poisonous, 

E=Edible 

Model Criterion 

C
la

ss
 

P
re

ci
si

o
n

 

R
ec

a
ll

 

F
1

 S
co

re
 

Decision 

Tree 

(Optimiza

tion) 

Entrophy P 0.87 0.98 0.92 

Decision 

Tree 

(Optimiza

tion) 

Entrophy E 0.98 0.84 0.90 

Average 

Accuracy 
0.9126 

Decision 

Tree  
Entrophy P 0.90 0.91 0.90 

Decision 

Tree  
Entrophy E 0.90 0.89 0.90 

Average 

Accuracy 
0.8995 

Decision 

Tree  
Gini 

P 0.89 0.90 0.90 

Decision 

Tree  
Gini 

E 0.89 0.90 0.90 

Average 

Accuracy 
0.8946 

 

In Figs 4, 5, and 6, the performance results of the 

Decision Tree algorithm obtained with different 

criteria are shown. Figure 4 shows the test 

performance results from the model trained using 

the optimized parameters. 

 

Fig. 4 Performance results of the decision tree algorithm with 

optimized parameters 

 

Fig. 5 Performance results obtained with the entropy type 

type of the Decision tree algorithm. 

In Fig 5, the test performance result of the 

criterion-trained model with the entropy criterion 

feature is given. Fig 6 shows the performance 

result of the model trained with the gini criterion 

parameter. 

 

 

Fig. 6 Performance results obtained with the gini type of the 

decision tree algorithm 

When Figs 4.5 and 6 are examined, it is seen that 

the performance results are quite close to each 

other.
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Fig. 7 Performance results of the Decision Tree algorithm 

with optimized parameters. 

Finally, the performance results obtained using 

the logistic regression algorithm are given in Table 

6 and Fig. 8. In terms of average accuracy, it can 

compete with the decision tree algorithm. 

However, a lower result was obtained than the 

performance results obtained from the random 

forest algorithm. 

 

Table 6. Logistic Regression classification results. 

P=Poisonous, E=Edible 

Model 

C
la

ss
 

P
re

ci
si

o
n

 

R
ec

a
ll

 

F
1

 S
co

re
 

Logistic 

Regression 
P 0.87 0.98 0.92 

Logistic 

Regression 
E 0.98 0.84 0.90 

Average Accuracy 0.9126 

 

 

 

Fig. 8 Logistic Regression algorithm performance results. 

 

With the Random Forest algorithm, the highest 

precision, recall, and F1 score values are 0.93, 

0.98, and 0.95, respectively. When these values are 

examined on a class basis, the highest 

distinctiveness results were obtained in the 

poisonous class. In the Edible class, the highest 

performance results are 0.97, 0.92, and 0.95 for 

high precision, recall, and F1 score values, 

respectively. 

With the decision tree algorithm, the highest 

precision, recall, and F1 score values are 0.98, 

0.98, and 0.92, respectively. The highest precision, 

recall, and F1 score values of the poisonous class 

are 0.90, 0.98, and 0.92, respectively. The best 

performance results of the Edible class were 

obtained with the highest precision, recall, and F1 

score values of 0.98, 0.89, and 0.90, respectively. 

In order to obtain better test performance results 

given above, it is necessary to determine the best of 

the features. Better performance results can be 

obtained by removing the dataset from unnecessary 

attributes. 
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