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Abstract – Prediction of rainfall is essential for many sectors, including flood mitigation, disaster 

prevention, agriculture production, and water resource management. Rain forecasts are used to warn of 

natural disasters such as floods or to plan planting activities to improve the quality of crop yields. An 

accurate rainfall prediction remains a challenging task due to the uncertainty of natural phenomena 

considering that rainfall is a non-linear and dynamic process. Various climatic variables such as 

temperature, relative humidity, wind speed and direction, are among those that affect the dynamic process 

of rainfall. This study suggests a machine learning technique based on Artificial Neural Network (ANN) 

model to forecast rainfall by using two-years historical local rain rate and others meteorological data. 

Evaluation metrics such as mean absolute error, root mean square error, and correlation coefficient, are 

used to evaluate model’s performance. The results show good performance and sensible prediction 

accuracy. The comparison with existing model clearly depicted that ANN model predicts rainfall better 

than statistical models particularly at lower and moderate rain rate. 
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I. INTRODUCTION 

The prediction of rainfall is one of the most 

crucial and challenging concerns in today's 

environment. Extensive simulations and 

complicated machine models are needed for 

accurate forecasting since rainfall is frequently 

dynamics and non-linear variation [1]. Rainfall has 

become a significant source of concern due to these 

unexpected changes in rainfall patterns. 

Temperature, humidity, wind speed, wind direction 

and precipitation have all impacted rainfall. These 

are the main influencing elements for rain. Rainfall 

forecasting is a complex but necessary operational 

responsibility for meteorological departments 

worldwide. A significant collection of previous 

information from past data records is needed for 

prediction [2,3]. 

Machine learning methods have recently been 

effectively used to simulate various complicated 

phenomena that are difficult to find a closed-form 

mathematical solution. Machine learning can tackle 

complex issues in dynamic environments without 

explicit programming, which would require highly 

complex lines of code [4]. Artificial Neural 

Networks (ANN) which are subset of machine 

learning are always an option to accurately predict 

the rainfall. ANN is self-adaptive method where 

predictions are made based on functional 

relationships between historical multiple inputs data 

captured in the training process [5,6]. This work 

utilized ANN as prediction tool based on NARX 

(Nonlinear Autoregressive with Exogenous Inputs) 

Neural Network. The NARX network is also a type 

of feedforward neural network that is trained using 

supervised learning. It connects the output layer to 

one or more hidden layers through feedback 

connections. To forecast future values, the network 

can use the previous output values as inputs [7]. For 

network training, external inputs like weather data 

are also fed in.  The network weights and biases are 

adjusted iteratively using an optimization algorithm 

to reduce the gap values between the predicted and 
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the actual output. This process keeps continued until 

the network's accuracy level is adequate. Once 

trained, the network can forecast future output 

values based on future input information. 

II. MATERIALS AND METHOD 

A. Data Collection 

The inputs used in this work mainly been collected 

from a weather station which is installed at FKEKK 

Laboratory roof top inside the campus of UTeM, 

Melaka. The weather station consists of a tipping 

bucket rain gauge, wind speed, wind direction, 

temperature, and relative humidity sensors. Two-

years of meteorological data (2019-2021) was 

collected from the weather station for the prediction 

purpose. 

B. Data pre-processing 

This process was done to filter an unorganized 
and inaccurate input data into a format which the 
model can utilize and understood. Raw data has 
many inconsistency and missing features that will 
affect the analysis in later process. The number of 
null values need to be updated with the mean values 
and eliminated unnecessary columns or rows for the 
missing values. Since the model is based on 
mathematical calculations and equations, encoding 
categorical data into numeric form is important. The 
feature selection process, which is part of pre-
processing, involves choosing only those features 
that will assist the model in accurately predicting 
rainfall. This is to reduce training time [8]. The 
dataset was first encoded, and then prepared to 
undergo the experiment. 

C. Data Normalization 

Data is required to be normalized because the 

units between the input and output are different. For 

normalization, the mean or average of these data 

rainfall is calculated [9]. 

The formula used in Normalization: 

𝑀𝑒𝑎𝑛(𝑀) =
𝑆𝑢𝑚 𝑜𝑓 𝑎𝑙𝑙 𝑒𝑛𝑡𝑟𝑖𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑛𝑡𝑟𝑖𝑒𝑠
               (1) 

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛(𝑆𝐷) = √
∑(𝑥 − 𝜇)2

𝑁
           (2) 

 Each parameter's mean (M) and standard 
deviation (SD) are computed. Each weather index 
values used as a parameter are normalized using 

formula (3) after computing their Mean and Standard 
Deviation. It assists in maintaining the connection 
between the values of the actual data [10]. 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 =
(𝑥 − 𝑀)

𝑆𝐷
                              (3) 

D. Training, Validation and Testing 

The inputs data are then been imported into 

MATLAB  workspace to train the networks utilizing 

NTSTOOL features. The datasets were then divided 

into three parts, consisting of 70% of data for 

training, 15% of data for validation, and another 

15% of data for testing. The ANN was trained using 

the Levenberg-Marquardt algorithm based on the 

feed-forward backpropagation neural network 

learning algorithm and additional network 

parameters. The model continues to study the 

correlation between the rain data values and other 

meteorological parameters until the performance 

goal is met. The training ceases automatically when 

the generalization stops improving, through an 

increase in the mean square error of the validation 

samples and the target values. The relationship 

between the output and the target is then analyzed to 

examine whether the current output can be used to 

estimate future rainfall at a given time. 

E. Data Evaluation 

After completing the testing and validation step, 

all the results are kept in the workspace. Fig. 1 

shows a plotted graph between the target and 

outputs to compare the training, validation and test 

data. The results clearly depicted that proposed 

model has a minimum error and great accuracy. 

 

Fig. 1 Response of Output for Time Series Data  

III. RESULTS AND DISCUSSION 

A. Neural Network Performances 

From Fig. 2, the NARX network shows the final 
Neural Network after completing the whole training, 
in which the inputs are 4 and the output is 1. In 
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contrast, 1:2 shows the feedback delay for each input 
feeding up to the network, W shows the weights of 
the network, and b is the delay in this or sometimes 
shows the bias Neuron. The closed-loop network 
shows the first step of training the network in which 
the inputs are taken and trained. According to 
NARX, that model should be feedback, so the 
output, then feedback to the inputs. The Predict one 
step ahead view is the next step after the closed-loop 
network in which the feedback delay is 0:1, and from 
the previous step, the output was feedback, so in this, 
the output again feedback to that network. The 
Neural Network Training View shows what 
parameters the Neural Network selects to show the 
best results. According to this, it takes 14 epochs and 
00:00:02 seconds to train the model with the given 
performance and Gradient Descent values for 
minimal Mean Square Error (MSE). 

 

 

Fig. 2 Neural Network Training Tool 

 The primary indicators to demonstrate the 
performance ANN training is the Mean Squared 
Error (MSE). The MSE helps in tracking the training 
data to ensure that the error gradient decreases at 
each iteration up to a certain error function limit. 
Figure 4.2 shows the performance plot based on 
MSE. The best validation performance was attained 
at epoch 8 out of 14 epochs with MSE of 46.4716 as 
shown in Fig. 3. 

 

 

Fig. 3. Performance plot based on MSE 

 Fig. 4 indicates the performance results of the 
training, validation and testing for the model. The 
dotted line represents the condition where the entire 
neural network and the results are equal to the 
expected values, whereas the solid lines show the 
best fit linear regression between the actual and 
targeted output. The performance response shows a 
good regression coefficient of greater than 0.85 for 
all processes.   

 

 

Fig. 4. The Training, Validation and Test Performance 

B.  Comparison Analysis 

Fig. 5 shows the time series of rainfall rate data, 

which shows a good fit and similarity between 

actual and predicted output values. In this respect, it 
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is reasonable to state that the ANN model has a high 

degree of accuracy in forecasting. 

 

 

Fig. 5. Measured and Predicted Rainfall versus Time 

Consequently, the  comparison of measured and 

predicted rain rates were plotted together with the 

ITU-R P.837 model as depicted in Fig. 6. It can be 

seen that measured and predicted results have 

similar distribution for lower rain rates but slightly 

underestimated at rain rates higher than 40 mm/h. 

This might be due to the short duration of data 

recorded as well as year-to-year variablity in 

Melaka. On the other hand, in comparison with 

measured data, the distribution of ITU-R rain rate is 

overestimated for almost exceeded time. 

 

 

Fig. 6. Comparison of rainfall rate versus percentage of time 

exceeded between measured, predicted, and ITU-R P.837 

model. 

IV. CONCLUSION 

This study presents the ANN model to predict the 

rainfall rate based on 4 local meteorological inputs 

including rainfall, temperature, humidity, and wind. 

The results show good performance and sensible 

prediction accuracy with regression coefficient 

0.89739. Based on the cumulative distribution of 

rain rate models over UTeM, the predicted result 

shows significant same distribution with 

measurement. However, the predicted result is 

underestimated at the higher rain rate might cause 

by the short duration of testing data inputs. In 

contrast, the distribution of ITU-R rain rate is 

overestimated compared to the proposed model for 

almost entire time exceeded. This prediction model 

might help regional water resource management, 

agricultural planning, and disaster prevention. 
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