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Abstract – In this study, customer reviews of goods are categorized and analyzed using a web-based tool, 

preserving the analyst the time and effort of reading through millions of reviews. Natural Language 

Processing (NLP) and text analysis (TA) techniques are used in the Sentiment Analysis on Product Reviews 

technology that has been developed. The completed gadget is made up of the following 5 parts. Customer 

Satisfaction Score (CSS), Lexicon-Based Sentiment (LBS), Text Analytics, Amazon Products, and 

Application Programming Interface (API) Scraping of New Reviews. The text analytics application cleans 

up the textual data and extracts sentiment. It is possible to determine the customer satisfaction number by 

averaging the emotional quantities. With the help of Python-based sentiment analysis, we can investigate 

and find assessments that analyzers want to examine.   
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I. INTRODUCTION 

Now a days, we can easily access products all over 

the world, and a huge number of reviews in various 

categories are available on various platforms daily, 

making it difficult for users to stay up to date on 

those reviews that are relevant to their product 

interests. In recent few years, the data set can be 

generated as much as the processing of humans. It 

will not be possible to read all of the data created in 

one day if everyone in the world stops working [1]. 

Customers' ratings and comments should be used to 

make the ultimate decision about a restaurant's or 

brand's product quality. As a result, managers must 

study the clients' hidden emotional reactions to meet 

their needs as well as provide expertise in terms of 

flavor, environment, cost, and customer care [2]. 

Our perception of purchasing any product and the 

user decision can be directly affected by the 

responses given by those who already experienced 

it [3]. As a result, we want a well-organized method 

for handling huge data. We are addressing this 

problem by utilizing sentiment analysis (SA) of 

product reviews. As we can see, users have multiple 

reviews against various products, but they are 

unable to study them all. To make it easier for 

customers to create a sentiment graph of reviews 

before purchasing a product, we use SA and feature 

selection algorithms. The article examines product 

review management software, which aids 

companies in compiling feedback and rankings. 

Additionally, it will improve how customers view 

goods like laptops made by HP, Dell, or Samsung, 

as well as men's and women's apparel, footwear, and 

services like shopping. This also allows buyers to 

access a website where they can read product 

reviews with a simple click. We create a review-

based system by extracting internet product reviews 

and using a scraping technology called API to gather 
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data in real time. AMAZON data on reviews is 

extracted. Then we use sentiment algorithms to 

create reviews in the form of a chart, either a graph 

chart or a percentage chart. As a result, customers 

will benefit from reading all the reviews since they 

will be able to conveniently type in the name of the 

product and receive all of the reviews at once. 

During SA, developers may take various text data 

and further identify and categorize the views. One 

issue is polarity classification; to address this, 

researchers might use review level and sentence 

level categorization to get successful results. The 

Support Vector Machine (SVM) and Naive-Bayes 

(NB) algorithms, which are commonly supervised 

classification approaches, are used to check the 

positive and negative evaluations of a product. The 

accuracy of favorable and negative reviews is 0.87 

and 0.80, respectively, when using the NB. The 

precisions after applying the SVM technique are 

0.89 and 0.87, respectively. These findings are 

compared to previous research [4][5]. With the aid 

of the POS algorithm, a data set of 5513 reviews is 

evaluated for adverb extraction. They apply the 

polarity to positive, negative, and neutral reviews by 

using WordNet. They got 0.52 precision for neutral, 

0.37 precision for negative, and 0.22 precision for 

positive [6]. 

Text-based SA is an algorithm. Gathering data 

from several platforms and polarizing it is a difficult 

undertaking. The researchers provide data filtration, 

a strategy that calls all positive and negative 

evaluations into a single file. They delete all 

unneeded characters to increase the performance of 

a model since the file contains too many excess 

numbers or symbols [7]. Customers and business 

owners seek a platform where they can interact with 

one another face-to-face. They will be able to 

determine what the user's requirements are because 

of this. Now that the new technique has been 

implemented, Natural Language Processing (NLP) 

has entered a new phase known as the Lexicon 

approach. For movie reviews, the Text Blob and 

VADER tools are utilized [8]. There is a lot of 

material on the website that is in an unorganized 

style. In addition to the TF-IDF, the CNN-LSTM 

(Long Short-Term Memory) was given (term 

frequency-inverse document frequency). The CNN-

LSTM has five layers: a weighted embedding layer, 

a convolution layer, a max-pooling layer, an LSTM 

layer, and dense layers. When compared to the 

literature, the suggested study yields better results 

[9]. In [10], SA with convolutional neural network 

(CNN) and Bidirectional gated recurrent unit is used 

in the hybrid model. The Neutro-VADER approach 

employs a set of 228 words. The model may be used 

to focus on individual attributes, and then score 

measures are used to rank the items [11]. 

Multiple techniques are used in [3] for 

vectorization of data, such as BOW (bag-of-Words, 

Glove), and then different ML techniques for 

classification (e.g., Logistic Regression (LR), NB, 

and the experiments are taken by the multi-class 

classification algorithm and finalized on the binary 

classification. By installing dictionaries, the 

recurrent neural network (RNN)-LSTM model is 

utilized to train the model for extracting 

characteristics such as emotions. They can then use 

continuous BOW to create the vector representation 

[12][13]. The SA may also be used to analyze 

restaurant reviews. In [1] the three methodologies of 

lemmatization, word correction, and keyboard are 

applied in the research. Their study focuses on data 

processing overfitting and performance concerns. In 

[14], to check the restaurant's reviews, a hybrid 

technique is applied. Because reviews allow 

business owners to meet their customers' 

expectations. Following the SA, Particle Swarm 

Optimization (PSO) assisted in the weight 

optimization, and the SVM approach was employed 

for classification. In [15], SA implements the 

convolutional attention-LSTM (CA-LSTM) 

approach. First, using fuzzy mathematics, map the 

link between positive reviews and sentiment 

characteristics. The CA-LSTM was then used in the 

second step. 83.3% of cases, the prediction is 

correct. 

II. BEHAVIOURAL REQUIREMENTS 

It provides a summary of the system's capabilities, 

outlines the behavioral requirements, hardware, 

software, and user interfaces, including GUI 

interfaces for application software, as well as the 

functional and non-functional requirements. 

In addition to the system design, we have an API 

that will crawl websites for products and extract 

customer reviews using an API written in PHP. We 

then use sentiment analysis, which combines 

machine learning techniques and feature selection, 

to store the results in a database (MYSQL) and 

create web applications Fig. 1. 
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Fig. 1 System Design Diagram 

 Using NLP methods and approaches, this system 

analyses textual input from customers. With the aid 

of NLP and text mining methods, the product will 

analyse user comments and reviews. This will 

enable us to better comprehend how a consumer 

feels or perceives a particular merchandise, right? 

Powerful visualization tools will be used to show the 

analytics from real-time data, which will enable us 

to forecast both the product success score and the 

customer happiness score. It is a brand-new creation 

that is not a component of any existing structure. 

User interfaces, system diagrams, use cases, and 

other information are provided in the literature that 

follows. 

A. Different Cases Parameters and their 

Descriptions 

 Registration or Sign Up 

Table 1. Registration Parameters 

Actors User 
Description User can register with the system with 

to perform certain tasks. 

Pre-Condition Users have an email. 

Steps Enter Email Id, Name, or other related 

details. (When he 

enters all details then user will be 

registered). 

Post-Condition Successfully register with the system. 

 Log In 

Table 2. Log in Parameters 

Actors User. 
Description User can login with the system with to 

perform certain tasks. 

Pre-Condition User have registered via email. 

Steps Enter email Id and password. 

Post-Condition Successfully login into the system. 

 Search Products 

 

Fig. 2 Flow of Search Products 

Table 3. Searching of Products 

Actors User. 
Description After login, the user can search the 

products in which he/she 

is interested. After searching user could be 

logout. 

Pre-Condition Users have login in web portal. 

Steps Login into the system. 

Type the name of product. 

See reviews sentiments. 

Logout. 

Post-Condition Search product successfully. 

B. Flow Diagram for the Web Development 

The interaction between the Web Application and 

the User will be shown in fig. 3. It depicts the flow 

of information between activities such as product, 

product reviews, feelings, login, and other 

application settings. All the reviews come from the 

System API on the backend. 

 

Fig. 3 Case Diagram of Web Application 
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III. METHODOLOGY 

A methodology is a thorough document that 

outlines a product's or process's features. The design 

specification might, for example, contain required 

dimensions, environmental factors, ergonomic 

aspects, aesthetic elements, and maintenance 

requirements. It might also provide examples of 

how the design should be implemented, assisting 

others in their efforts. The following composite 

viewpoint diagram is following in our research. 

 

Fig. 4 Composite Viewpoint 

It represents a user interacting with the 

application, and then the application sending user 

interests to API, which API uses to extract reviews 

of products related to user’s interests, and then the 

database will send back a response to the user 

containing the product that was selected by users, 

and on the backend, API are crawling the web pages 

and extracting reviews, performing sentiment 

analysis on reviews and classification, and then 

displaying the sentiment analysis. 

A. Sequence Diagram of Login 

This is a representation of the product reviews 

application's sequence diagram, Fig 5, which 

demonstrates how objects communicate with one 

another. In this sequence diagram, we can see the 

login process: the user hits the login button, the 

application replies by navigating to the login page, 

the user enters their user’s name and password, the 

program checks the database for valid usernames 

and passwords, and finally returns a response. 

 

Fig. 5 Sequence diagram of Login 

B. Sequence Diagram of Product 

The process of seeing a product is depicted in this 

sequence diagram. The user clicks on the product 

button, and the program retrieves the product 

description from the database and displays it to the 

users. 

 

Fig. 6 Sequence diagram of Product 

C. Sequence Diagram of Reviews 

We can see how a user may see product reviews 

in this sequence diagram. Users will click on the 

product feed to access sentiment reviews from a 

database, which will then be shown in the activity. 

 

Fig. 7 Sequence diagram of Reviews 

IV. RESULTS AND DISCSSUION 

The Vader sentiment analysis is 82.9% accurate, 

compared to TextBlob's accuracy of 81.2%. Which 

unmistakably demonstrates that TextBlob's 

accuracy is higher than Vader's sentiment analysis. 

Therefore, we employed the Vader analysis to 

examine the product reviews before further website 

implementation. In this, we display the outcomes of 

several Amazon items. The website allows 

customers to simply write reviews and check 
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ratings. The following images also display the 

website's outcomes. 

The Vader sentiment analysis is 82.9% accurate, 

compared to TextBlob's accuracy of 81.2%. Which 

unmistakably demonstrates that TextBlob's 

accuracy is higher than Vader's sentiment analysis. 

Therefore, we employed the Vader analysis to 

examine the product reviews before further website 

implementation. In this, we display the outcomes of 

several Amazon items. The website allows 

customers to simply write reviews and check 

ratings. The following images also display the 

website's outcomes. 

 

Fig. 8 Results of TextBlob 

 

Fig. 9 Results of VADER 

 

Fig. 10 Website Home Page 

 

Fig. 11 Amazons Products 

 

Fig. 12 Rating of Some Products 

V. CONCLUSION AND FUTURE WORK 

The analyst and the NLP programmer were able to 

analyse 1000 textual reviews and scores to learn 

what customers liked and didn't like about the 

product without having to sort through millions of 

reviews. Many analysts and purchasers may analyse 

and purchase the greatest goods with the aid of this 

technique. 

Even while all our tests indicate that the system is 

accurate, we cannot claim that it is mistake-free 

since there is still room for error and more work 

must be done to make the system even more 

accurate. This technology can also be of utilized 

along with Big Data as well. For improved 

performance, the system may be moved to Hadoop 

clusters and Amazon NLP engines. 
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