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Abstract – Given that aging is influenced by a variety of factors, including gender, ethnicity, environment, 

and others, automatic age assessment of facial images is a difficult challenge in computer vision and image 

analysis. Additionally, a significant amount of data and a laborious training phase are needed to estimate 

age from facial photos with near accuracy. In this study, we present a custom convolutional neural network-

based age estimator that can almost precisely predict age from facial photos. We use the UTK facial image 

dataset using about 17475 images. We train the model to group the facial images into three groups which 

are; Child, Teenager and Adult. Compared to similar efforts, our method uses less training data while 

maintaining a high accuracy of 95%. 
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I. INTRODUCTION 

One of the hardest tasks in the history of facial 

analysis is determining a person's age from a 

photograph. The topic of computer-based age 

assessment from face photographs has gained 

interest due to the quick development of computer 

vision and pattern recognition. An image of a human 

face can be used to acquire a variety of information, 

including that person's identification, emotional 

state, ethnicity, gender, and age. The definition of a 

human face image is a mixture of several facial 

characteristics, such as skin tone, geometric facial 

features, etc. All of this information is crucial when 

we communicate face-to-face. We are quite good at 

recognizing faces and face motions properly.  

Numerous potential real-world applications exist 

for image-based automatic age estimate systems .If 

computers had the ability to discern the user's age, 

the computing environment and the sort of 

interaction could be tailored to the user's age also in 

terms of access to explicit and gambling sites, the 

age detection system can be used for provide access 

control to such resources online also by filtering the 

gallery database using the predicted age, age 

estimation from photos can be utilized to index e-

photo albums as well as identify potential suspects 

more precisely and effectively and purchase 

unsuitable goods from vending machines based on 

their age range. 

 

In this article, we suggest a method for teaching a 

CNN model to accurately deduce ages from 

recognized faces to classify them into three 

categories (Child, Teenager and Adult). The earlier 

efforts that are connected to our work and their 

shortcomings are listed in Section 2. Our 

operational processes and steps are detailed in 

Section 3. The experimental results of our work are 

presented in part 4, and the conclusion is provided 

in section 5 
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II. MATERIALS AND METHOD 

In order to perform classification in the field of age 

estimation into different age groups, we have 

created a model based on the CNN algorithm These 

techniques are described next. 

 

A. Dataset  

The UTKFace dataset [2] (aligned and cropped) 

contains approximately 20,000 face photos with 

annotations for age, gender, and ethnicity. It is used 

in this study. We used a total of 17475 facial images.  

 

The photographs span a wide range of variations 

in position, resolution, occlusion, lighting, and face 

expression. We selected this dataset because to its 

generally more uniform distributions, the variety of 

image properties it contains, including brightness, 

occlusion, and position, as well as the fact that it 

contains photographs of the general public. Figure 1 

displays a few examples of photos from the UT Face 

collection. Age (in years), gender (Male-0, Female-

1) and races (White-0, Black-1, Asian-2, Indian-3, 

and Others-4) are all tagged with a 3-element tuple 

for each image. 

 
Fig.1 sample of the UTK Face Collections [2] 

 

We focused more on the age label as the gender 

and ethnicity was not in the scope of this research 

work. 

We employed the same collection of images for 

training and testing of our method (custom CNN). 

To do this, the data sets were split into train and 

test groups in the ratios 70: 30. To avoid distribution 

mismatches during the training and testing of the 

models, this division was carried out while making 

sure that the data distribution in each division 

remained essentially the same. The training and test 

data composition in terms of age are shown in 

Tables 1 and 2, respectively. 

 

B. Deep CNN 

Age classification is one of the jobs that is handled 

utilizing the deep CNN method. A number of 

convolutional blocks are followed by a set of FC 

(fully connected) layers for classification and 

regression in our models' basic structures. The 

model receives an RGB image and scales it to 32 by 

32 by 3. To address the issue of covariate shift, each 

architecture includes convolutional blocks, which 

are stacks of convolutional layers (filter size is 3x3) 

followed by max pooling (2x2) and dropout with 

value =0.3 which helps in avoiding overfitting and 

also to encourage independence between these 

deeper layers, which drops entire feature maps. The 

output is flattened after the convolutional blocks and 

then fed into the FC layers. These FC layers use a 

sigmoid activation function in a dense layer because 

the classification is non-binary and have a ReLU 

activation function, dropout (value between 0.2 and 

0.3), batch normalization, and batch normalization. 

5 folds and 50 epochs were used in the experiment's 

cross-validation process. The age estimate 

architecture is depicted in Figure 2. 
 

 
Fig 2. model architecture 
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III. RESULTS 

With the use of our model on the facial images, the 

model was able to reach an accuracy for age 

classification model of 94 % 

 
   

Figure 3: loss vs Accuracy epoch 

 

 

A. Predictions 

 Below is an evaluation of our model on facial 

images for prediction vs actual age group. 

 
Fig 4: shows our models performance on facial images 

prediction vs actual. 

 

Where predicted is in lower case and actual is in 

upper case and green color shows where the model 

predicted the facial age right and red color indicates 

the model failed in predicting the facial image. 

B. confusion Matrix 

 
Fig 5: Confusion Matrix 

 

From the confusion matrix above we can see the 

model performed well in predicting 5-12 with 93% 

accuracy, 13-17 with 68% accuracy and 18-40 with 

99% accuracy. This tells us our model, is having a 

difficult time classifying teenagers as adults and 

children can be easily identified by humans, while 

with teenagers we have a bit of difficulty. 

 

IV. DISCUSSION 

 

a. Comparison   

 
Table 1: shows the past work done and their results 

Work Accuracy Dataset 

Our Model 95 % UTK 

[1] 85.5% All-Age 

Face (AAF) 

[2] 94.59%  FG-Net 

[3] 84.8% Aging Faces 

in the Wild 

(AGFW) 

From the result gotten, it shows our work has the 

best accuracy from the others, and this can also be 

improve by ensemble  our model with other  pre-

trained models such as Resnet-50 and inception-4.  

V. CONCLUSION 

This study put forth a classification of facial age 

groups with age prediction. A custom model has 

been implemented, for predicting age groups. We 

employed a custom CNN approach for age 

prediction.  

Future work: Our model could be further 

enhanced, and the scope of it entails entity 

recognition, entity addition, and expanding the 

number of convolutional layers each block and fine-

tuning hyper-parameters to increase the efficiency 

of our architecture. 
. 
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