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Abstract – Diabetes is a prevalent global health concern, with the timely detection of the disease playing a 

crucial role in treatment and prevention. Artificial Intelligence (AI) and Machine Learning (ML) 

algorithms have gained prominence due to their ability to analyze large datasets, aiding in disease 

diagnosis and treatment. This study focuses on developing accurate models for the early diagnosis of 

diabetes. We explored the performance of various ML algorithms, including K-Nearest Neighbor (KNN), 

Support Vector Machine (SVM), Logistic Regression (LR), Extra Trees (ET), AdaBoost (AB), and 

Gradient Boosting (GB) while also employing different preprocessing techniques, hyperparameter tuning, 

XGBoost feature selection and crossover strategies. Furthermore, we tested a hybrid model using 

validation scenarios to assess its effectiveness. The study's outcomes revealed that the Logistic 

Regression algorithm achieved the highest classification accuracy, reaching 77%. This result highlights 

the potential of ML techniques, particularly Logistic Regression, in early diabetes diagnosis. 
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I. INTRODUCTION 

Diabetes is a significant health problem that has a 

substantial impact on a large population globally. It 

is characterized by high blood sugar levels and can 

lead to significant health issue in the long term, 

such as heart, kidney disease, blindness, and nerve 

damageS [1]. Therefore, early detection of diabetes 

is of great importance in terms of treatment options 

and preventing disease progression [2]. 

ML algorithms have been investigated in many 

studies for the diagnosis and prediction of diabetes 

[3]. These algorithms have the potential to identify 

important features within the data by analyzing 

complex relationships. As a result, they can assist 

in the early management and diagnosis of diabetes. 

ML is a field of AI that involves analyzing large 

amounts of data to detect patterns and make 

predictions [4]. 

A review conducted by Masood et al. [5] 

addressed the use of different ML techniques in 

diabetes diagnosis, along with their advantages and 

disadvantages. 

In a comparative study, the usability of different 

classification algorithms (Naive Bayes (NB), 

KNN, Decision Trees and Artificial Neural 

Networks (ANN)) for diabetes diagnosis was 

compared [6].  

In another study the usability of ML algorithms 

for the diagnosis of gestational diabetes was 

examined [7]. The results indicated that gestational 

diabetes diagnosis could be accurately predicted 

using these algorithms 

The aim of this study is to obtain the highest 

performance on ML algorithms with a hybrid 

model that produces the most suitable results for 

early diagnosis of diabetes. For this purpose, ML 

classification algorithms were analyzed using 

different hyperparameters and feature selection 
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methods. The study demonstrates the availability 

of AI-based models as the basic building block for 

the model to be used in the early diagnosis of 

diabetes. Developing and testing the model 

provides a ML model that can be used for early 

diagnosis and treatment in the healthcare industry.  

In this study, diabetes detection was carried out 

with hybrid models developed from classical 

algorithm parameters using different hybrid 

models. 

II. MATERIALS AND METHOD 

ML is a method within the field of AI that 

enables data analysis and the performance of 

specific tasks [8]. This technology is being used in 

various sectors and has gained significant 

importance in the healthcare sector in recent years 

[8]. Early diagnosis of chronic diseases, especially 

diseases like diabetes, holds critical importance in 

monitoring patients' health status and initiating 

necessary treatment promptly [2]. ML can be 

employed as a valuable tool to accelerate this 

process and enhance accuracy. 

Within the scope of the study, 10-fold cross 

validation process was applied on the hybrid model 

in order to test the data more stablely in the test set. 

The main features that affect the classification in 

the dataset were determined with the XGBoost 

feature selection methods. The best parameter 

values were determined with Randomize Search, 

one of the optimization algorithms. KNN, SVM, 

LR, Extra Trees, AdaBoost and Gradient Boosting 

algorithms were chosen to be tested on a diabetes-

related dataset. The methodology includes 

preprocessing steps for the dataset, such as data 

normalization, processing of missing data, and 

feature selection. After these steps are completed, 

the dataset is divided for train 70% and test 30%, 

and the selected ML algorithms are trained using 

these datasets. In Figure 1, the flow diagram of the 

applied hybrid model is given.  

 

Fig. 1 Hybrid Model of Flow Diagram 

After completing the training process, the 

performance of the algorithms has been evaluated 

using the test dataset, and the results have been 

compared using evaluation metrics such as 

prediction accuracy, precision, recall, f1 score and 

specificity. The obtained results have been 

interpreted to assess the performance of algorithms 

used in predicting diabetes and to determine the 

most effective algorithm. 

 

A. Dataset 

The open-source Pima Indians Diabetes dataset 

used in this study is approved by the National 

Institute of Diabetes and Digestive and Kidney 

Diseases [9-10]. This dataset contains information 

related to the diagnostic of diabetes in Pima Indian 

women. All patients included in the dataset are 

women of Pima Indian heritage and are at least 21 

years old. Due to its inclusion of important data 

related to diabetes and its focus on Pima Indian 

women, this dataset serves as a valuable resource 

for constructing machine learning models for 

diabetes prediction. 

The dataset consists of a total of 768 observations 

(rows) and 9 attributes (columns). Most of the 

attributes in the dataset have specific value ranges, 

but the Outcome (Class Variable) attribute has a 

categorical structure and contains values such as 0 

or 1. Table 1 provides a detailed listing of these 

attributes. The dataset has been used as a 

fundamental resource in numerous studies that aim 

to predict diabetes. 

Table 1. Attributes and value ranges in the dataset 

Attributes        Value Ranges 

Pregnancies [0-17] 

Glucose [0-199] 

BloodPressure [0-122] 

Skin Thickness [0-99] 

Insulin [0-846] 

BMI [0-67] 

Diabetes Pedigree Function [0-2] 

Age [21-81] 

Outcome [0-1] 

 

A Heatmap graph is a tool used to examine the 

correlation relationships between variables for 

dataset.  

Correlation measures direction and strength of 

the relationship with variables. The Heatmap 

visualizes these correlations through a color scale. 
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Figure 2 shows the color scale in the Heatmap 

graph represents the correlation coefficients 

between variables. Positive correlation signifies a 

direct proportional relationship between variables, 

while negative correlation indicates an inverse 

proportional. Intense colors, such as dark purple or 

dark pink shades, represent high correlation, while 

lighter colors, such as light purple or light pink 

shades, represent low correlation. The heatmap 

graph allows us to understand the relationships by 

evaluating the correlations between variables. It's 

important to note that the heatmap graph provides 

information about correlations but does not 

establish causality or interactions, which may 

require more detailed analysis and research. 

The Heatmap graph in the dataset displays 

correlations between variables, for example, dark-

colored positive correlation among the 'Outcome' 

and 'Glucose,' suggesting a relationship between 

glucose levels and the likelihood of diabetes. 

Similarly, a positive correlation can be observed 

between 'BMI' and 'Skin Thickness.' 

Another classification process performed on the 

data set was made by utilizing the feature selection 

capabilities of the XGBoost algorithm. It has been 

researched that the XGBoost algorithm is effective 

in feature selection in classification problems and 

this conclusion has been reached. It was concluded 

that only four attributes caused an increase in the 

results.  

In this case, only four of the attributes 'Glucose', 

'BMI', 'DiabetesPedigreeFunction' and 'Age' were 

classified. 

 

Fig. 2 Heatmap Chart Describing the Dataset 

The Stripplot graph in the dataset gives the 

distribution of variables in relation to the 'Outcome' 

column. Stripplot is a type of graph used to 

visualize the distribution of a numerical variable 

associated with a categorical variable. 

That's correct. The Stripplot graph provides a 

visual representation of how each variable is 

distributed based on the categorical variables in the 

'Outcome' column. This graph is used to 

understand relationships between variables and 

analyze the structural characteristics of the dataset. 

By observing the distribution patterns of variables 

across different categories, insights can be gained 

regarding the potential influence of the categorical 

variable on the numerical variable.  

When examining the graph in Figure 3, it is 

determined that the most concentrated distribution 

is observed in the "Age" and "Glucose" graphs. 

This finding highlights an interesting point to 

further investigate the impact of age and glucose 

levels on the "Outcome" column in more detail. 



 

430 
 

 

Fig. 3 Dataset Stripplot Graphics 

The class distribution of the presented dataset 

has been examined in Figure 4. In the dataset 

represented by the "Class" column, there are 500 

data class "0" (non-diabetic) and 268 data class "1" 

(diabetic). 

 

Fig. 4 Outcome Class Distribution 

 

The observed class distribution exhibits an 

imbalance; class "0" has a larger number of data 

points, while class "1" has fewer data points. This 

imbalance is an important consideration in model 

training and evaluation processes [11]. Imbalanced 

class distribution suggests that the model may have 

a tendency to make biased predictions for the 

classes. To address this imbalance and achieve 

better results, preprocessing methods such as 

oversampling or undersampling have been 

employed. These preprocessing steps aim to 

stability the class distribution and enable the model 

to make more balanced and reliable predictions. 

B. Construction of Models 

ML models are commonly used in conjunction 

with various data preprocessing steps [12]. These 

preprocessing steps are necessary for accuracy of 

the model and ensure proper handling of the data. 

The data preprocessing process involves steps such 

as cleaning the dataset, scaling the data, handling 

missing values, and removing irrelevant features. 

In this study, prediction was made using ML 

models such as SVM, KNN) LR, Extra Trees, 

AdaBoost and Gradient Boosting. These models 

are used to capture patterns in the data and classify 

new instances using different algorithms and 

learning approaches. 

XGBoost Feature Selection using the features 

that can make the best prediction in the data set 

were selected. 

The prediction process was performed using the 

Randomized Search method to optimize the 

model's predefined parameters and achieve the best 

performance [13]. Randomized Search is a 

parameter optimization method that aims to 

improve model performance by selecting random 

parameter combinations within a hyperparameter 

space.  

In this study, the parameters specified in Table 2 

were adjusted for each model using the 

Randomized Search method. This way, the 

prediction performance was optimized by 

obtaining the best parameters for the model. ML 

models are commonly used in conjunction with 

various data preprocessing steps [12]. These 

preprocessing steps are necessary to improve 

ensure proper handling of the data.  

Randomized Search is a method that provides 

parameter optimization to enhance model 

performance [13]. In this work, the parameters 

listed in Table 2 were adjusted for each model 

using the Randomized Search method. 

Cross-validation is a commonly used method to 

objectively evaluate the performance and measure 

models generalization ability [14]. For this study 

10-fold cross-validation applied and data divided 

into equal parts; While some of it is for test data, 

and the other part is for train data [15]. This 

process creates ten different combinations where 

each part is used as both the train and test data.  
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The hybrid model is trained and tested for each 

combination, resulting in ten separate performance 

measurements 

Table 2. Knowledge of the Best Performing Parameters for 

Each Algorithm 

Algorithms Parameters 

KNN 

n_neighbors = 3, 5, 11 

weights = distance 

distance metric (p) = 1, 2, 3 

SVM 

fault tolerance = 0.1, 1 

kernel = linear, rbf, sigmoid, poly 

gamma = scale 

LR 

penalty = l1, l2 

penalty parameter(C) = 0.1, 10, 100 

solver = liblinear, saga 

ET 

estimator = 100 

criterion = entropy 

max_features = sqrt, log2 

AB 
Estimator = 100               

learning_rate = 1.0, 10.0 

GB 

estimator = 50, 100, 200 

learning_rate = 0.1, 0.5, 1.0 

max_depth = 5, 7 

 

The main purpose of using these models is to 

discover patterns and relationships in the dataset 

and perform classification. The prediction process 

was evaluated for each model using a specific 

performance metric. 

 The results demonstrate the performance of 

each model and the impact of specific parameter 

settings on prediction success. The parameter 

combinations obtained through the Randomized 

Search method were carefully selected to obtain 

the best prediction results. 

III. EXPERIMENTAL RESULTS AND DISCUSSION 

The primary purpose of using these models is to 

explore patterns and relationships in the dataset 

and perform classification. The prediction process 

is evaluated for each model using a specific 

performance metric with the goal of achieving the 

best prediction results. Strategies such as K-fold 

cross-validation, data preprocessing steps feature 

selection and Randomized Search methods are 

employed to improve model performance and find 

the best parameter combinations. The parameter 

combinations obtained through the Randomized 

Search method are carefully selected to obtain the 

best prediction results. 

interpreted to assess the performance of 

algorithms used in predicting diabetes and to 

determine the most effective algorithm. 

A. Evuluation 

In this section, the classification performances 

obtained from the conducted experiments were 

evaluated and compared with existing studies in 

the literature. The classification performances of 

the models were assessed using metrics which are 

sensitivity, precision, accuracy and f1-score. These 

metrics were calculated according to the formulas 

given in Figure 5. 

 

Fig. 5 Evaluation metrics 

The classification performances obtained are 

presented in Table 3, 4 and 5. When classification 

is made without using any augmentation method, 

the highest result is obtained in the Extra Trees 

Algorithm. When classification is made using data 

preprocessing and feature selection, the highest 

result is obtained in the LR Algorithm. When 

classification is made using data Preprocessing, 

Feature Selection, Randomize search and Cross 

Validation, the highest result is obtained in the LR 

Algorithm. In Table 5 the highest classification 

performance with 77.06% accuracy was obtained 

by the LR algorithm with Hybrid Model. On the 

other hand, the KNN algorithm showed the lowest 

performance. 

Table 3. Classic Classification Results 

 

 

 

 

Performance Results (%) 

Models Accuracy 

(%) 

Precision 

(%) 

Sensitvy 

(%) 

F-Score 

(%) 

KNN 68,83 65,69 65,87 65,78 

SVM 73,59 71,13 67,75 68,61 

LR 74,03 71,32 71,32 71,32 

ET 76,19 73,87 72,09 72,76 

AB 74,46 71,78 71,65 71,71 

GB 74,46 71,93 72,53 72,19 



 

432 
 

Table 4. Feature Selection Classification Results 

 

Table 5. Hybrid Model Classification Results 

Performance Results (%) 

Models Accuracy 

(%) 

Precision 

(%) 

Sensitvy 

(%) 

F-Score 

(%) 

KNN 76,62 75,00 71,78 72,76 

SVM 76,19 74,72 70,88 71,93 

LR 77,06 75,64 72,11 73,16 

ET 76,64 74,71 72,35 73,16 

AB 76,16 74,13 72,01 72,76 

GB 75,76 73,49 71,96 72,55 

 

The performance results of the classification 

algorithms using all features are given in Table 3. 

According to these results, the ET algorithm 

obtained the best accuracy. In Table 4, 

normalization and standard scale were applied as 

data preprocessing. In addition, four features were 

used in classification by applying XGBoost feature 

selection to the data set. Accordingly, when the 

accuracy values obtained by the algorithms were 

examined, LR gave the best performance with 

75.76%. In the hybrid model proposed in Table 5, 

data set normalization, standard scale, XGBoost 

Feature selection, Randomized Search and 10 

KFold Cross Validation were used. As a result of 

these processes, the accuracy value of 77.06% was 

reached in the LR algorithm. 

The issue of classifiers algorithms exhibiting 

imbalanced performance on test datasets is 

commonly known as the problem of overfitting. In 

the experiments of this study, the lower 

performance of the KNN classifier compared to 

other classifiers indicates that this algorithm does 

not exhibit a tendency for overfitting. 

Based on the experimental results, the confusion 

matrices presented above allow us to evaluate the 

ability of each algorithm to correctly predict 

diabetic patients. The values in the confusion 

matrices demonstrate the agreement between the 

true class and the predicted class [17]. 

In conclusion, this evaluation demonstrates that 

the LR Classifier exhibits the highest success in 

correctly classifying non-diabetic individuals. 

Other algorithms show lower performance in 

accurately predicting diabetic patients. However, 

the performance of the algorithms can vary 

depending on the dataset and the hyperparameters 

used. Therefore, it is recommended to use different 

metrics and validation methods for a more 

comprehensive evaluation. 

The performance evaluation of the classification 

models was conducted using the ROC curves 

presented in Figure 6,7,8. The Area Under the 

Curve (AUC) score of each model quantifies its 

discriminatory capability from area under the ROC 

curve [18]. 

 

(a) confusion matrix 

 

(b) ROC curve 

Fig. 6 Evaluation metrics of algorithm Extra Trees 

Performance Results (%) 

Models Accuracy 

(%) 

Precision 

(%) 

Sensitvy 

(%) 

F-Score 

(%) 

KNN 71,86 68,92 67,83 68,24 

SVM 74,03 72,14 68,07 69,00 

LR 75,76 73,91 70,83 71,75 

ET 74,03 71,59 69,35 70,07 

AB 73,38 70,74 70,56 70,64 

GB 73,16 70,46 68,83 69,40 
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(a) confusion matrix 

 

(b) ROC curve 

Fig. 7 Evaluation metrics of Logistic Regression algorithm 

classified using feature selection 

 

(a) confusion matrix 

 

(b) ROC curve 

Fig. 8 Evaluation metrics of Logistic Regression algorithm 

classified using feature selection, Randomized Search and 

Cross Validation 

 

The AUC scores measure a model's ability to 

distinguish between classes, and higher scores 

represent better performance [18]. Upon examining 

the results, 'Logistic Regression' model has the 

highest 0.81 AUC score. The graphs of the results 

obtained in Figure 9 are given comparatively 

 

Fig. 9 Comparison Chart of Accuracy Values of 

Classification Results 

Based on the provided accuracy scores, a 

performance comparison has been made among 

different classification models. When the models 

are examined, the LR model has the highest 

accuracy score of 77,06%. Possible reasons for this 

are the randomized search parameters used in the 

LR classification. 
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On the other hand, the ‘KNN' model achieved a 

lower accuracy score of 71,86%. KNN performs 

classification based on a proximity measure 

between examples, but its performance can 

decrease as the complexity of the dataset increases 

[20]. 

Unlike the results obtained in some studies 

conducted with the Pima Indian diabetes dataset, in 

this study, both the feature selection and the 

models used directly increased the study 

performance results. Instead of studies that 

increase accuracy using this method, examples of 

different model applications made with this 

dataset. Evaluating the results obtained from these 

studies in comparison to previous research is 

important. Below, the methods, techniques used, 

and accuracy rates of some exemplary studies are 

summarized in Table 6.  

Table 6. Dataset Models Literatur Review 

Study Method Methodology Accuracy 

Lukmanta 

[21] 
ML 

DVM, fuzzy 
inference 

%89,02 

Vaishali 

[22] 
ML 

Genetic 
Algorithm 
Evolutionary 
Fuzzy 
Classifier 

%83,04 

Sehly  

[23] 
ML 

Feature 
Selection 

%77,21 

Bhalla  

[24] 
ML 

Cross 
Validaton 

%72,9 

This Study ML 

XGBoost 
Feature 
Selection, 
RandomizedSe
archCV, KFold 
(10) 

%77,06 

                                            

In accordance with the findings of this study, our 

model demonstrates an accuracy rate of 77.06%. It 

is noteworthy that this accuracy rate appears 

notably lower when compared to the values 

reported in previous research endeavors conducted 

by Lukmanta [21] and Vaishali [22], with reported 

accuracies of 89,02% and 83,04%, respectively. 

The observed disparities in accuracy rates may be 

attributed to several potential factors that warrant 

consideration. Although the accuracy of our result 

was higher than classical classification models, it 

was lower than some literature studies. However, 

what should be taken into consideration here is the 

increase in accuracy achieved by the proposed 

hybrid model. In addition, various factors directly 

affect these accuracy values, including the size of 

the dataset, feature selection, training process of 

the model and evaluation measurements. 

IV. CONCLUSION  

Considering the model developed in the study, 

the performance of the algorithms used varies 

depending on factors such as data set properties 

and hyperparameters. XGBoost for feature 

selection is a critical consideration and it affects 

the accuracy of using model. The results obtained 

in the evaluation process have shown varying 

degrees of success in correctly classifying diabetic 

patients. 

In this study, the performance of KNN, SVM, 

LR, Extra Trees, AdaBoost and Gradient Boosting 

based ensemble classifiers for early detection of 

this disease was investigated. The results showed 

that the Logistic Regression algorithm 

outperformed other algorithms in accurately 

identifying non-diabetic individuals. 

These findings indicate that the overall 

performance of the algorithms can vary depending 

on the characteristics of the dataset. Therefore, it is 

recommended to use different metrics and 

validation methods for a more comprehensive 

evaluation. Additionally, it should be noted that 

hyperparameter tuning and model optimization are 

very important for model performance. 

It is believed that the LR algorithm, which 

demonstrated the best performance, could support 

studies aiming to detect diabetes in the early stages 

through a real-time expert system. 
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