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Abstract – Social media platforms are one of the most popular platforms for users to express their opinions 

and sentiments concerning various products, services, and organizations. This study presents the models 

that can successfully analyze sentiment through text on social media platforms using hybrid deep learning 

methods. The proposed models were applied to the "U.S. Airline Dataset" obtained from the Kaggle 

platform. After the text cleaning phase, the BERT embeddings were implemented on the dataset. The 

resulting preprocessed data set was used in the training of three deep learning-based hybrid algorithms, 

namely, CNN-GRU, BiLSTM-GRU, and RNN-GRU. The experimental results revealed that the best result 

was achieved by the CNN-GRU model, with an accuracy of 0.79 and an F-Score of 0.79.  
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I. INTRODUCTION 

Sentiment analysis is an essential part of artificial 

intelligence-based social media analysis. It has been 

utilized in different domains, such as politics, 

marketing, advertisement management, cybercrime 

detection, and many other areas of expertise [1]. 

 

The increase in internet usage has significantly 

increased the use of social media platforms, 

including Twitter [2]. A significant portion of their 

user base employs these platforms not solely for 

social networking and sharing personal experiences, 

but also as a means to express their perspectives and 

sentiments concerning various products, services, 

and organizations by engaging in discussions and 

making posts [3], [4]. Users employ Twitter as a 

platform to express their perspectives and provide 

feedback, encompassing both positive and negative 

sentiments, concerning the products and services 

they have acquired or utilized [5].  

 

 Analyzing consumer feedback is one of this 

domains. Smartphones and other devices have made 

social media platforms such as Twitter considerably 

more accessible for users with the advancement of 

the devices we use every day. This led the social 

media users to spend more time in this platform 

during the day which resulted in an exponential 

growth in the amount of data these users generated. 

Consequently, different approaches have been 

proposed in this time period to effectively process 

the raw social media data and obtain useful 

information using it. Machine learning-based 

approaches have had considerable success in this 

field quickly since it is nearly impossible to handle 

raw data using solely human effort. Even while most 

research questions can be solved using standard 

machine learning-based methods, processing raw 

text data, and extracting the user's sentiment from it 

is a difficult task. Therefore, using deep learning-

based models, the researchers were able to 

overcome this obstacle. 

Researchers of the existing studies in this domain 

mainly used either machine learning or deep 

learning-based methods [6].   
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Basiri et al. proposed a fusion model, using 

CNN, BiGRU, fastText, NBSVM and Distilbert 

with a Covid-19 dataset consisted of over 1 million 

tweets and obtained an accuracy of 0.858 and F-

Score of 0.858 [7]. Salur and Aydin trained LSTM, 

GRU, BiLSTM, and CNN deep learning algorithms 

on tweet datasets consisting of 17,289 instances. As 

a result of this training, they achieved an accuracy 

metric of 0.821 with the CNN-BiLSTM model [5]. 

Rahman and Islam utilized a Tweet dataset 

comprising 12,000 instances to train machine 

learning-based models consisting of Decision Tree, 

SVM, Logistic Regression, and Stacking Classifier. 

The most successful result was observed with the 

Stacking Classifier, achieving an F-Score metric of 

0.835 [8].  

Furthermore, it has been observed in some studies 

in the literature that hybrid methods have also been 

employed [9]. In the study conducted by Zainuddin 

et al., a hybrid model was developed using three 

different tweet datasets. SentiwordNet lexicon, 

PCALSA/RP, Support Vector Machine, Naive 

Bayes, Random Forest, and Extreme Learning 

Machine were employed. The experimental results 

revealed that the most successful outcome was 

achieved using the Stanford Twitter Sentiment 

(STS) dataset, with an accuracy of 0.76 and an F-

Score of 0.76 [10]. 

 

Table 1 provides an overview of some studies in 

the literature, presenting the datasets employed, the 

number of data samples, the models utilized, and the 

resulting performance metrics in these studies. 

 

Table 1. Some studies in the literature with the performance metrics 

Study Dataset Data Counts Model Performance Result 

Basiri et al. Covid-19 1056049 
Proposed fusion 

model 

Accuracy: 0.858 

F-Score: 0.858 

Rahman and Islam Tweets 12000 Stacking Classifier F-Score:0.835 

Salur and Aydin Tweets 17289 CNN-BiLSTM Accuracy: 0.821 

Zainuddin et al. 
Stanford Twitter 

Sentiment (STS) 
353 Hybrid 

Accuracy: 0.760 

F-Score: 0.760 

 

II. MATERIALS AND METHOD 

Kaggle is an online platform that hosts data 

science competitions and the datasets used in these 

events [7]. In this study, the raw data set is obtained 

from this platform. The dataset comprises 14640 

tagged tweet data containing consumer feedback 

about six major US airlines. Figure 1 illustrates a 

few tweets taken from the raw data set. 

 

 

Fig. 1 A few sample tweets. 

 

The word cloud created using the raw data set is 

given in Figure 2. 

 

 

 

 

 

 

 

 

Fig. 2 Wordcloud of raw dataset 

 

In addition to the information provided above, the 

histogram used to examine the extent of the lengths 

of tweets in the data set is given in Figure 3. 
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Fig. 3 Text Length Distribution 

 

Figure 3 shows that the tweets in the data set 

mostly range between 60 and 100 words long. 

Furthermore, the following results were found when 

the most frequently occurring terms in the data set 

were examined in Table 2. 

 

Table 2. Most common words and re-occurrence counts 

Word Number of occurrences 

united 4144 

flight 3895 

usairways 3051 

americanair 2957 

southwestair 2453 

jetblue 2361 

get 1336 

thanks 1072 

cancelled 1056 

service 956 

 

After obtaining raw data, the data should 

go through a pre-processing stage before being fed 

into machine learning and deep learning-based 

models. All tweets in this context have been 

transformed into lowercase letters. Then, aspects in 

the tweets that did not alter the emotion included in 

the text content, such as special characters, 

numerals, and URLs, were dropped. After this 

procedure, stop words and punctuation marks were 

deleted from the text data, which are described in 

English as words that do not influence the content 

of the phrase, and the data was cleaned. The 

sentiment labels which constructed as text in the 

data set as positive, negative, and neutral are 

transformed as follows: 

 

• Positive: 2,  

• Neutral: 1,  

• Negative: 0. 

 

By this procedure, it is assured that all data is 

modified such that it may be fed into machine 

learning-based models by structuring it as given 

above. Figure 4 illustrates some instances of 

dataset produced as the result of preprocessing.  

 

 

Fig. 4 Example instances of dataset after preprocessing 

 

When the data set reviewed after cleaning, it was 

discovered that the data counts on a class basis were 

as shown in Figure 5. Considering this condition 

will cause the data set to be unbalanced, lowering 

the performance of the machine learning and deep 

learning-based models that will be utilized, the data 

set needed to be balanced using synthetic data 

synthesis techniques. The SMOTE approach was 

employed to balance the data set in the above 

scenario.  
 

 

Fig. 5 Distribution of instances in the dataset by class after 

SMOTE 

The preprocessed data set containing 27,561 

values (9178 from each class) was generated 

following the SMOTE application. After obtaining 

the cleaned text data, all rows containing Null 

values were eliminated from the data set, and BERT 

embeddings were applied to the data set. After the 

application of BERT embeddings, the data set was 

transformed into a form that can be used in this 

study. Figure 6 shows the flowchart outlining the 

steps involved in the proposed approach in this 

study.  
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Following the preprocessing, the final data set 

was split into 75% training and 25% testing 

segments for utilization in deep learning-based 

models. The resulting preprocessed data set was 

used in the training of three deep-learning based 

hybrid algorithms, namely, RNN-GRU, CNN-GRU 

and BiLSTM-GRU. The experimental studies in the 

study were carried out using the Google Colab 

platform. The hyperparameters and settings used are 

given in Table 3. 

 

 

 

Fig. 6. Flowchart of the proposed approach

 

Table 3. Hyperparameters of proposed models 

Model Hyperparameters 

RNN-GRU 

Optimizer: Adam 

Loss Function: 

sparse_categorical_crossentropy 

Early Stopping Patience: 20 Epochs 

Early Stopping Restore Best Weights: 

True 

Epochs: 50 

batch_size: 64 

Activation Function: Softmax 

CNN-GRU 

Optimizer: Adam 

Loss Function: 

sparse_categorical_crossentropy 

Early Stopping Patience: 20 Epochs 

Early Stopping Restore Best Weights: 

True 

Epochs: 50 

batch_size: 64 

Activation Function: Softmax 

BiLSTM-GRU 

Optimizer: Adam 

Loss Function: 

sparse_categorical_crossentropy 

Early Stopping Patience: 20 Epochs 

Early Stopping Restore Best Weights: 

True 

Epochs: 50 

batch_size: 64 

Activation Function: Softmax 

 

III. RESULTS AND DISCUSSION 

The results of the experimental study conducted 

utilizing the data set described in Section 2 are 

presented in this section. In order to determine the 

success rate of the proposed models, the 

experimental results are given in tables, as well as 

accuracy and loss graphs derived from the training 

phase.  

Following the training process on the Google 

Colab platform with the hyperparameters listed in 

Table 2, the performance results obtained by the 

models employed in this study are shown in Table 

4. 

 

Table 4. Performance results of the models used in this study 

Model Accuracy Precision Recall F-

Score 

CNN-GRU 0.79 0.79 0.79 0.79 

RNN-GRU 0.72 0.72 0.72 0.71 

BiLSTM-

GRU 

0.74 0.74 0.74 0.74 

 

The experimental results reveal that the CNN-

GRU model, which obtained the F-Score value of 
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0.79, achieved better performance results with the 

data set than both the RNN-GRU model, which 

obtained an F-Score value of 0.75 and the BiLSTM-

GRU model with the F-Score value of 0.74. Figure 

7 depicts the performance results of the proposed 

models per class. 

According to Figure 7, the classification of 

negative instances in the data set was performed 

more successfully than the other two classes in all 

models with the average F-Score value of 0.81. 

Negative instances were followed by Positive, with 

the average F-Score value of 0.75, and Neutral 

examples, with the average F-Score value of 0.68. 

In this context, the most successful result was 

obtained by the CNN-GRU model, which classified 

negative data with the F-Score value of 0.86. Figure 

8 illustrates the F-Score values of each model for 

each class. 

 

 

 

Fig. 7. Model performance by class 

 

 

Fig. 8. Class performance by model 
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According to the data in Figure 8, the BiLSTM-

GRU model achieved the most successful results 

across all classes. This model achieved the F-Score 

value of 0.86 for the Positive class, 0.77 for the 

Neutral class, and 0.79 for the Negative class. In 

addition to the information provided above, 

accuracy and loss graphs for training and validation 

acquired by the proposed models during training 

phase are provided below in Figure 9, Figure 10 and 

Figure 11. 

 

 

 

Fig. 9. Training graph of BiLSTM-GRU model 

 

 

Fig. 10. Training graph of CNN-GRU model 
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Fig. 11. Training graph of RNN-GRU model 

 

Figure 9, Figure 10 and Figure 11 show the 

accuracy and loss graphs of the BiLSTM-GRU, 

CNN-GRU and RNN-GRU models in the training 

phase, respectively. Loss values in these graphs are 

automatically calculated by the system using the 

loss function. 

 

IV. CONCLUSION 

This study presents the hybrid deep learning 

based models that perform sentiment analysis on 

tweet text using the "U.S. Airline Dataset" data set 

obtained from the Kaggle platform. Pre-trained 

BERT embeddings were utilized in the development 

of the proposed models. Precision, Recall, and F-

Score metrics, frequently employed in the literature, 

were used in performance evaluations of the models. 

Furthermore, these evaluation results were 

confirmed using graphs that incorporate accuracy 

and loss values obtained for the training and 

validation phases. In this context, when the results 

obtained by the proposed models were examined, it 

was seen that they could successfully analyze 

sentiments through text on social media platforms. 

The results also serve as evidence of the 

contribution of this study to the existing literature. 
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