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Abstract— The current technological momentum indicates that demand will soon rise for programming 

skills. For this reason, finding young individuals with these skills and orienting them towards programming 

related career paths will be highly important. In our research, we developed an age and programming 

knowledge independent system, which can help to identify talented youngsters. Before filling the test, we 

collected information through an anonymous survey about the test subjects’ IT knowledge, which can help 

identify further correlations at the time of result evaluation. First we had to create a measurement system 

which will provide objective test results about the children’s algorithmic thinking. We developed a web 

application that is responsive with a camera which follows the client eye moving and gather data into our 

database. This data is then passed into a machine learning algorithm to create a model and from it we could 

read our conclusions. The main goal of machine learning using convolutional neural network is predicting 

how the algorithmic thinking will develop in the case of children. We used a more game-like approach 

because it is more natural to children to think when they think they are playing some game. The game is a 

simple but effective LED lightning game and is very similar to a memory-based game. 
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I. INTRODUCTION 

Through the whole vertical spectrum of IT 

education, we can observe that the algorithmizing 

capabilities of students can vary greatly, even with 

similar educational background improving the 

efficiency of programming education from basic to 

higher levels of studies.

ds. This type of variation can also be observed 

amongst university students when they are learning 

programming. This phenomenon is not necessarily 

tied to the individual’s learning affinity. Capabilities 

are largely influenced by skills, which are formed 

through genetic and early social processes alike. 

It is also known that the most important 

component in forming programming capabilities is 

the development of algorithmizing skills. These 

skills can already be examined in the early childhood 

years, mostly determined by genetics, then they are 

further refined through other acquired skills as the 

individual gets older. 

During our earlier research projects, we 

developed a computer technology called light 

programming, which can help us to decouple the 

measurement results from the subjects’ age and level 

of programming knowledge. 

The better understanding of how algorithm 

creation capabilities are formed can lead us closer to  

II. THEORETICAL BACKGROUND 

A. The need for early identification 

Capability is often confused with skill and 

experience. Capabilities are jointly formed by 

inherited traits as well as social factors. Contrary to 

that, skills are acquired through learning and 
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repeated practice,[1] which is a somewhat longer 

procedure, but once we have them – for example 

logical thinking -, they stay with us over the long 

term. There are capabilities which all of us have, but 

to a smaller or larger extent, such as intelligence and 

creativity. However, there are some which we call 

talents, these are capabilities that only certain people 

exhibit to a high standard. Examples include 

dexterity and musical hearing. To summarize, 

capabilities are things that cannot be taught, but can 

be developed. On the other hand, skills are things 

that we can acquire through learning and practice. 

Our acquired skills are present in the automatized 

part in all our actions. They make it possible to focus 

our attention on reaching the goal of our activity as 

well as on the road leading to that goal. Such an 

example is when we are writing a letter. We focus on 

the contents of the text, not on the correct application 

of grammatical rules. We do not have to think about 

them, we are able to use them automatically. 

Talented people are those who constantly practice 

their talents and enjoy doing so.[2] The 

identification and nursing of talents from an early 

age is highly important. To properly help in 

unfolding and developing above average human 

properties, early identification and talent care 

through a personalized requirement system is of 

utmost importance. The current technological 

momentum indicates that by the time the secondary 

schoolers of today reach the 2030s, the demand for 

advanced programming capabilities will rise rapidly, 

even as much as 90%. For this reason, early 

identification of people with such capabilities will be 

important. [3] 

B. Factors of age-independent examination 

 

During our earlier research work, we created a 

software solution that does not require capabilities 

which young children may not exhibit yet. When 

creating it, we put emphasis on taking those skills 

into account that can develop parallel to 

algorithmizing but do contain some elements which 

we are born with as well. An example of such is 

number sense, which is the congenital foundation of 

calculating capabilities and is almost completely 

decoupled from other cognitive abilities.[4] This 

helps us recognize quantitative changes in sets of 

smaller cardinalities, as well as proper determination 

of magnitude differences. Beside number sense, we 

have something relatively similar called sense of 

space, which helps us understand the places 

occupied by objects, as well as their changes in 

position through movement. Memory has an effect 

on the creation of algorithms, as well as on our 

calculation and spatial awareness capabilities. Our 

working memory can only process a limited amount 

of information at a given point in time and the 

storage of those is transitory (a few minutes or just 

seconds). However, it is a key element when 

acquiring new skills and knowledge. Its level of 

development influences (and at kindergarten age, it 

projects) the performance exhibited in school as 

well. Also, when it is damaged, it can be brought into 

connection with certain abnormalities, for example 

ADHD (Attention Deficit Hyperactivity Disorder). 

III. TEST SYSTEM PRESENTATION 

Taking into account the aforementioned aspects 

of age-independent examinations, we created a test 

system based on light programming. The main 

element of the system is a moving pattern which is 

constructed from and presented by a series of lights. 

The test subject has to break this pattern down into 

its individual elements and “program” them, which 

means that they have to build a sequence of steps that 

resembles the original pattern as closely as possible. 

To achieve this, the creation of an algorithm is 

required, which breaks down the constant changes in 

position into steps that follow each other in a given 

order, then returns these steps.  

Afterwards, based on the various properties of the 

returned sequence, we can deduct conclusions about 

the level of development of the subject’s algorithm 

creation capabilities. The greatest advantage of this 

approach to implementation, versus other methods 

available, is that it does not require any kind of 

preliminary programming knowledge.  

The test system is based on eidetic (visual) 

memory and binary thinking. The goal is, that the 

test subject can convert the "pictures" stored in their 

memory to a binary signal system, in 

correspondence with the LEDs' emitting and dark 

states, thus algorithmizing the individual steps. 

Before facilitating the testing procedure, we 

provide clear instructions to the supervising 

educator, in order to ensure that the tests are filled 

out completely and correctly. The following step is 

an anonymous survey which the test subjects have to 
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fill out, stating their gender, age, previous 

programming experience etc. This will be needed at 

a later point when we are compiling statistics. 

After filling out the survey, we play a pattern for 

the test subjects, in which we differentiate LEDs that 

are in a lit up or turned off state. Subjects have to 

reproduce the sequence of these LEDs lighting up. 

For each test case, they receive 8 distinctive light 

patterns. During the resolution of one pattern, we 

evaluate certain parameters, which we are also 

logging. These parameters include for example the 

number of clicks, the number of steps required for 

the solution, the number of steps used by the test 

subject for the solution, the elapsed time as well as 

the number of right and wrong states. 

 

Figure 1: The representation of LEDs lighting up on the 

webpage 

 

IV. MEASUREMENT RESULTS PRESENTATION 

 

Using the test system, we have conducted 

measurements in various educational facilities 

across the city of Debrecen. 

 Under 

6 

6-10 10-

14 

14-

18 

Capita 15 71 81 118 

Figure 2: Number of test subjects grouped by age (years) 

 As can be read from Figure 2, we were able to 

conduct our tests with multiple age groups. 

When calculating the correct answers, we took 

three cases into consideration. If the subject entered 

exactly as many steps as there are in the example 

pattern, then we calculate how many of these steps 

were switching LEDs correctly. If the number of 

steps entered is more than what is required, then we 

considered the first n states and the correct LED 

settings within those. If someone saved less steps 

than required, we evaluate all of them from a 

correctness perspective. As a result, we acquire how 

many LEDs were set correctly during the 8 tests 

overall. Then, if we took this value and divided it by 

the sum of the incorrect settings, we could determine 

the percentage of success for each individual. 

 

Figure 3: The average performance of all age groups (%) 

Based on the achieved results, it can be 

clearly observed that children of kindergarten age 

(under 6 years) performed exceptionally well during 

the measurements, which proves that you can 

already examine algorithm creation capabilities at 

these early ages. In Hungary, children learn more 

and more IT related subjects as they progress to 

higher grades, with the oldest ones learning 

programming as well. The above diagram also 

indicates that individuals who have received more 

and deeper content through informatics education 

performed better in our tests. 

Going further, we would have liked to 

examine the average number of correct LED 

settings in each age group through the lens of 

gender.  

 

Figure 4: Number of correct LED settings grouped by age 

and gender 

With the help of Figure 4, we can deduct 

that we did not experience a significant difference 

between the number of correct answers of male and 

female participants in the kindergarten and young 

primary school age groups. This is because at these 

ages, the opportunities for differentiated learning 

are very limited. However, in the 10-14 age group 

and secondary schoolers, a greater disparity 

between male and female results can be observed. It 
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can be said that boys spend more time with such 

activities on average. Those individuals who have 

more experience and practice, generally performed 

better on our tests. This is clearly reflected in the 

results belonging to the 14-18 age group. The 

performance between genders does not show a 

significant difference. 

V. ANALYSIS OF RESULTS USING CONVOLUTIONAL 

NEURAL NETWORK 

Machine learning and deep learning are 

some of the most powerful statistical learning tools 

in data science. With these, we can find non-

deterministic patterns and we are also able to fit 

non-deterministic state transition functions. These 

are very good but not good for every situation. If 

there is a trivial way to solve one problem, it's 

recommended to not use statistical learning 

algorithms.  

In our case, there will be a trivial function to 

predict any metrics about children, but we have two 

reasons to not find it. We want to examine that can 

we predict their ages through the test that we 

developed, and it can also help to deterministic any 

kind of mental degeneration. The other reason is we 

want to focus on their privacy and anonymity also. 

The data is handled as private information about the 

children, but it could help the parents in form of 

online tests or games on their phones. And the 

programs with it do not need any private 

information, just the result of our test.  

The first thing that we have to define is the 

main plan of artificial intelligence. The goal of 

intelligence software is to imitate human choices in 

real situations. All software can be defined as 

intelligent software. The main difference is the way 

when they find the state transition functions.  

 

 

Figure 5: Relation between artificial intelligence, machine 

learning and deep learning 

The traditional intelligence software is hard 

coded, which means the programmers give the rule 

between two states. These programs get to their 

input the rule and the input data and with these 

pieces of information, the program produces the 

output. 

 

Figure 6: Classical programming 

The learning algorithms do not need explicit 

rules to define state transition functions between 

two states. Instead, we give a model with 

controllable parameters, which are named weights. 

In this case we know the input an the expected 

output, and we want to find the state transition 

function. In the learning process, we measures the 

distance between the model and the expected 

results, and about this value we set the weights of 

the model.  

 

Figure 7: Learning algorithms 

To learn the weights or parameters of the 

model is used an optimizer algorithm is. This 

algorithm tries to find the optimal minimum point of 

the weights' cost function. The cost function 

measures the distance between the expected output 

and the model's actual output, under this process the 

optimal weights are found but often we have to 

iterate more then once. 
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Figure 8: Learning process 

All of the learning algorithms are part of the 

topic of machine learning.  A machine-learning 

model tries to transform its input data into 

meaningful outputs. For example, if we want to 

classify images that consist of cats and dogs, the 

meaningful output is the class of the current image. 

We can think of it as the network tells this is a cat or 

this is a dog. Deep learning is a specific subfield of 

machine learning. The deep reference to layers of 

representations. The model in the case of deep 

learning consists of layers. How many layers 

contribute to a model of the data is called the depth 

of the model. In deep learning, these models called 

neural networks, are structured in literal layers 

stacked on top of each other. 

 

Figure 9: An example of working network 

 

The neural network works similarly to an 

assembly line.  The current layer gets the other 

layer's output as input data. One layer is doing an 

operation in the data and gives the processed data 

forward in the network. We can choose these layers 

from a wide range like convolution, dense of fully 

connected, LSTM, and so on.  

 

 

Figure 10: Inside of a neural network 

The network tries to find the relation 

between the input data and the expected output by 

the learning process. The working of the network 

can be controlled by the cost function. The big 

bottleneck of the network is a bad cost function.  

This function gives a rate about the output of the 

network, and it means the distance from the 

expected output. The learning process wants to 

minimize the cost and it shepherds the weights for 

better values. With special cost functions, we can 

approximate probability distribution and their 

density function also. With a good cost function, we 

can give meaning to severe numbers. 

 

Figure 11: Learning of neural networks 

There are some problems that we should 

understand with neural networks. One other 

bottleneck is the architecture of the model. A good 

model highlights the important features and parts of 

data, but too complex a model can be too specialized 

for the training data, which is called over fitting. 

And the big network absorbs the inside information 

of the data. A too-small model is generalized too 

much and distorts the information. There are 

architectures that have been developed for many 
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problems like image recognition. There are no 

universal architectural planning patterns. Not every 

architecture is good for every task.  

A machine-learning algorithm can do two 

types of tasks: classification or regression. A 

regression problem is when we want to get a 

continuous output value like the age of a person in 

an image. A classification problem gives a discrete 

output about the classes, like when we want to tell 

the number of the class in an image. In the case of a 

classification problem, we get a vector as a result, 

and an element is a distribution value. This value 

tells us what is the possibility the current data is part 

of this class.  

We planned our architecture by analyzing 

the results. We based it on a very simple 

convolutional network. The convolution is good for 

finding patterns inside the data. Under the 

convolution operation, we understand in case of A 

nm and K n1m1 matrices , aij ∈ A; aij ∈ R; kij ∈ K; kij 

∈ R 

 

In the case of this layer, there can be I convolution 

filters in one layer which means the actual layer 

wants to find I piece pattern and we have Ki, i = 

1,2,...,I. filters. These filters are moved in case of 

images from top to bottom, left to right. We used a 

one-dimension version of the convolutional layer, 

where the data A, Ki ∈ ℝ2 are vectors. Ki $ filters are 

learned under training.  

 

Figure 12: One-dimension convolution 

The network can be separated into two parts. 

One is the embedding and the other is the classifying 

or regressing(depending on our problem) 

subnetwork. 

The convolution layer creates 

multidimensional matrices by the different 

convolution filters. We have to flatten the embedded 

data into a single vector. It means we concatenate all 

dimensions into one dimension. 

The convolution layers do the feature 

embedding and highlight the main information. As 

result, we get the data in a new representation of an 

embedded vector, which alone is unusable. To draw 

a conclusion about the embedded vector we have to 

use another layer, the fully connected or dense layer. 

These layers are based on multi-variable linear 

regression. That means, inside these layers the 

operation is:  

 

 where w is the weight of the layer, x is the vector 

from previous layer. g is an activation function, that 

gives non-linearity to the model and extends the 

hypothesis space. 

In Table one, you can see the model we used. 

This is a very simple model because we have very 

tight information in the data. A large model absorbs 

the information from the data. The convolution is 

necessary to use to recognize the relevant patterns. 
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For training our network uses Adam optimizer. For 

the convolution layers, we used ReLU activation.  

For the regression, we do not have activation. 

Table 1: Model summary for test. 

 

 

Figure 13: One-dimension convolution 

The Figure 13 you can see the result of the 

network on the test data. Many times our network 

forecast the ages very close to the real value, which 

means the children do not have any mental illnesses. 

In some cases, there are big errors between the 

predicted value and the real value which means the 

current children could have mental problems if the 

predicted age is lower than expected and it is 

recommended for examination by a doctor or a 

therapeutist because the child can be even tired or 

has any other problems which are temporarily only.  

If the predicted value is higher than the expected 

means that the child does not have any problem. 

VI. SUMMARY 

 

In addition to flexibility of thinking and the level 

of efficiency in problem solving, the efficiency of 

computing, calculating and algorithm creating 

processes are key elements of the various 

capabilities and skills that influence programming. 

These can have a filtering effect on each other. The 

basis of the test system that we developed is light 

programming, which can remarkably decouple the 

measurement results from the subjects’ age and level 

of programming education. 

The algorithm creating capabilities greatly 

influence the successfulness of education, therefore 

its deeper research is properly justified. A better 

understanding of how algorithm creating capabilities 

are formed can bring us closer to improving the 

efficacy of programming education from primary 

school all the way to university.  

It is important that children learn programming in 

their IT classes, since our measurements clearly 

showed that individuals with previous programming 

experience performed much better in the light 

programming exercise as well. 

We can deduct several conclusions from our 

measured parameters, which can help in filtering the 

talented students, thus giving the ability to guide 

them towards a programming career by making it 

interesting for them, which would ultimately help 

alleviate the shortage of programmers on the global 

market in the future. 

Going forward, we would like to further develop 

and enhance the platform. We would like to examine 

more parameters, for example the level of education 

of the parents, to see if we can find any correlations 

between a subject’s performance in the light 

programming test and the highest educational 

attainment of their parents. It is also among our plans 

to expand the multilingualism of the platform. This 

would open opportunities to compare the results of 

our local students versus students from other 

countries. 
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