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Abstract – Gender classification is a fundamental area of research in machine learning, and numerous types 

of data, such as gaits, faces, and speeches, have been utilized for gender classification. In this research, we 

introduce a novel data type, namely shadow images, for detecting gender. 

We collected a shadow image dataset comprising two classes, namely (1) female and (2) male. To propose 

an automated shadow gender classification model, we developed a pyramidal histogram-oriented gradient 

(PHOG) based model. Our model consists of three primary phases, including (i) feature extraction using 

nested patches and PHOG, (ii) neighborhood component analysis (NCA) based feature selection, and (iii) 

classification with support vector machine (SVM) classifier. Therefore, we have named our model nested 

patches (NP) based PHOG – NP-PHOG–. 

The proposed NP-PHOG model was applied to the collected shadow image dataset, and it achieved a 

classification accuracy of 99.69%. This result provides strong evidence that machine learning models can 

accurately detect gender using shadows, and new image forensic tools can be developed using this 

approach.   
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I. INTRODUCTION 

Acquiring accurate and comprehensive information 

is crucial in digital forensics [1, 2]. Traditional 

digital forensics techniques are effective for many 

applications, but they encounter various challenges 

in complex and multidimensional scenarios [3]. 

Machine learning techniques have been employed 

in recent years due to the desire to address these 

challenges and evaluate multiple parameters 

simultaneously [4]. Machine learning techniques 

are widely used in the field of data analysis because 

they offer experts fast and automated solutions [5-

7]. Additionally, machine learning techniques can 

process multiple different parameters together [8]. 

For example, object recognition is used to identify 

evidence in a video, while gender recognition from 

shadows in the same video can provide significant 

clues to experts. Evaluating different parameters 

together in an automatic manner supports a faster 

resolution of the incident [9].  

In this study, a machine learning-based method is 

proposed for gender recognition from shadows. As 

far as we know, there is no paper on shadow gender 

recognition in the literature. Some recent studies on 

gender recognition are presented below. 

Kumar et al. [10] presented a multi-feature 

approach based on machine-learning techniques for 

gender detection. They used SCIEN, Live images, 

and FEI datasets for experiments. They attained 

accuracies of 91.00%, 94.00%, and 98.00% for 

SCIEN, Live images, and FEI datasets. Park and 

Woo [11] proposed a gender classification method 

using deep learning algorithms. They used data 

from HealthBoard.com and achieved an accuracy 
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rate of 90.00% with the SVM classifier. Basit et al. 

[12] introduced a gender classification method 

using smartphone sensors. Their method was based 

on the Monte Carlo method. They obtained a 

balanced accuracy of 90.60%. Kumar et al. [13] 

developed a gender and age detection method with 

Convolution Neural Network (CNN). Their method 

was based on sentiment analysis. Their method 

calculated accuracies as 80.00% and 78.00% for 

gender and age classification. Santosh et al. [14] 

developed an age and gender identificaiton 

approach using dental x-ray images. They used 

1142 teeth images (80 training, 20 testing) and 

obtained an accuracy of 95.83%. Aggarwal and Vig 

[15] explored an acoustic methodology for emotion 

and gender classification. They analyzed acoustic 

features and attained an accuracy rate of 70.00% 

with the SVM classifier. Safara et al. [16] presented 

a gender detection method with whale optimization 

techniques. They used Enron dataset for this aim. 

Their study obtained an accuracy value of 98.00% 

with an artificial neural network classifier. 

A. Motivation and Our Model  

Digital forensics is a crucial research area for 

gathering evidence in the cyber world [17, 18]. To 

automatically acquire informative evidence, digital 

forensics researchers must employ machine learning 

and deep learning models. In digital forensics, 

shadow images play a vital role as evidence, and 

information must be extracted from these images 

[19, 20]. Therefore, we present a novel image 

classification model for classifying genders using 

shadow silhouette images. 

To classify genders, we propose a simple feature 

engineering model inspired by patch-based 

computer vision models such as vision transformers 

[21] and MLP-mixer [22]. We introduce a nested 

patch-based model, generating nested patches and 

applying a pyramidal histogram-oriented gradients 

(PHOG) feature extractor to each patch. In this 

research, we create 16 patches, generating 16 

feature vectors. We concatenate these vectors to 

create a final feature vector. In the feature selection 

phase, neighborhood component analysis (NCA) 

[23] selects the most informative features, which are 

then fed to an SVM [24] classifier to obtain 

classification results. 

Our proposed model shows promising results in 

classifying genders using shadow silhouette images, 

demonstrating the potential of using machine 

learning and deep learning in digital forensics to 

extract informative evidence automatically. 

B. Contributions  

This paper proposes a new gender classification 

model based on shadow images. To the best of our 

knowledge, there is no publicly available shadow 

image dataset for gender classification in the 

literature. Therefore, we collected a new shadow 

image dataset and presented a new computer vision 

model, NP-PHOG, to detect genders. The novelties 

and contributions of the presented NP-PHOG model 

are listed below. 

Novelties: 

- A new shadow image dataset has been 

gathered. 

- We propose an innovative feature 

engineering model, NP-PHOG. 

Contributions: 

- We are the first team to propose a shadow 

image-based gender classification model 

using a patch-based feature engineering 

model in the literature. 

- Our presented NP-PHOG model is highly 

accurate, achieving over 99% classification 

accuracies for the gathered dataset. 

- Our proposed model demonstrates the 

potential of using shadow images for gender 

classification and opens up a new research 

direction in digital forensics. Moreover, the 

proposed NP-PHOG model can be applied to 

other research areas beyond gender 

classification, providing a framework for 

further exploration of shadow images. 

II. MATERIALS AND METHOD 

A.  Material 

We gathered a total of 641 shadow images from 

the internet, which are categorized into two classes: 

female and male. The dataset consists of 272 female 

and 369 male shadow images. The images were 

saved in the JPG file format and have varying sizes. 

Additionally, all images are 24-bit images. We 

provide a visual representation of the dataset in 

Figure 1, which displays sample images from each 

class. 
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(a) Female 

   

   
(b) Male 

Fig. 1 Sample images of the collected shadow images per the 

categories  

B. The Proposed NP-PHOG 

In this study, we proposed the NP-PHOG feature 

engineering model to classify the collected shadow 

images. Our main objective was to achieve high 

classification accuracy while maintaining low 

computational complexity. To accomplish this, we 

developed a lightweight feature engineering model. 

Figure 2 presents a block diagram of our proposed 

model, providing a clear overview of its design and 

functionality. 

 

Fig. 2 Schematically explanation of the proposed NP-PHOG 

model. Herein, P: patches, f: feature vectors. 

To provide a better understanding of our proposed 

NP-PHOG image classification model, we outline 

the steps below: 

Step 1: Read each shadow image from the collected 

shadow image dataset. 

Step 2: Resize each image to 256 × 256 and convert 

them to grayscale images to facilitate feature 

extraction using the PHOG feature extraction 

model. The PHOG feature extraction function is an 

improved version of the HOG feature selector, using 

multi-resolution images to obtain comprehensive 

features. This feature extractor uses the angles of the 

gradients, similar to HOG, and is a directional 

feature extractor. 

Step 3: Create 16 nested patches, with size ranges 

from 16 × 16 to 256 × 256. This patch division 

methodology extracts both local and global features. 

The sizes of the extracted patches are 16 × 16, 32 × 
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32, 48 × 48, …, 256 × 256. Refer to Figure 3 for an 

illustration of this patch division process.  

 
Fig. 3. The used nested patch division. Herein, there are 16 

nested patches. 

Step 4: Extract features using the PHOG feature 

extraction model from the created patches.  

𝑓𝑘 = 𝜌(𝑃𝑘), 𝑘 ∈ {1,2, … ,16} (1) 

Herein, 𝑓 is the feature vector with a length of 168, 

𝑃 defines the nested patches and 𝜌(. ) is the PHOG 

feature extraction function. 

Step 5: Merge/concatenate the 16 feature vectors 

generated for creating the final feature vector.  

𝐹(𝑗 + 168 × (𝑘 − 1)) = 𝑓𝑘(𝑗), 

𝑗 ∈ {1,2, … ,168}  
(2) 

where 𝐹 is the final feature vector with a length of 

2688 (=16×168).  

Step 6: The top 168 most informative features were 

selected using the NCA feature selector from the 

2688 generated features. NCA is a feature selection 

version of the k-nearest neighbors (k-NN) proposed 

by Hinton’s team. It generates positive weights 

(feature ranking) for each feature, and the top 

features were selected using the generated feature 

ranking by generating NCA feature selector. 

Step 7: The selected features were fed into an SVM 

classifier, which is a commonly used shallow 

classifier with various kernels. In this research, the 

cubic kernel was used, and the SVM classifier was 

named Cubic SVM classifier [25]. 10-fold cross-

validation, which is a frequently used validation 

technique in the literature, was also employed. 

The above seven steps have defined the proposed 

NP-PHOG feature engineering model.  

III. RESULTS 

We implemented the proposed NP-PHOG image 

classification model in MATLAB programming 

environment, using a simple configured personal 

computer due to the lightweight nature of our 

proposal. To calculate the time complexity of the 

proposed NP-PHOG, we used big O notation. The 

computational complexity of each phase is 

explained below: 

- Feature extraction: We utilized PHOG and 

nested patches to obtain features. The 

complexity of PHOG is 𝑂(𝑛), where 𝑛 is the 

size of the used patches. Moreover, we used 

𝑚 to denote the number of patches. 

Therefore, the time complexity of this phase 

is 𝑂(𝑚𝑛). 
- Feature selection: We employed NCA to 

select the most informative features. The 

computational complexity of NCA is 𝑂(𝑠), 

where 𝑠 is the feature selection coefficient. 

- Classification: We used the Cubic SVM 

classifier, and the time complexity 

coefficient of this phase is defined as 𝑐. 

Therefore, the computational complexity of 

this phase is 𝑂(𝑐). 

Thus, the time complexity of the proposed NP-

PHOG model is 𝑂(𝑚𝑛 + 𝑠 + 𝑐). This result shows 

that the proposed NP-PHOG has a linear time 

complexity. 

To demonstrate the classification performance of 

the proposed NP-PHOG model, we depicted the 

confusion matrix in Figure 4. 

 
Fig. 4. The calculated confusion matrix. Herein, 1: female, 2: 

male. 

To evaluate the classification performance of the 

proposed NP-PHOG model, we present the 

confusion matrix in Figure 4, where the model 

achieved 99.69% accuracy, 100% sensitivity, 

99.49% specificity, and 99.73% geometric mean. 
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Since the dataset is new and shadow image-based 

gender classification is a new area, we cannot 

compare our model to previously presented models. 

To address this, we conducted ablation studies and 

defined eight cases to obtain ablation results, as 

described below: 

Case 1: NP-PHOG-based feature extraction + NCA 

feature selection + kNN classification [26].  

Case 2: NP-PHOG-based feature extraction + Chi2 

feature selection [27] + kNN classification.  

Case 3: NP-PHOG-based feature extraction + 

minimum redundancy maximum relevancy 

(mRMR) [28] feature selection + kNN 

classification.  

Case 4: NP-PHOG-based feature extraction + 

ReliefF feature selection + kNN classification.  

Case 5: NP-PHOG-based feature extraction + NCA 

feature selection + SVM classification. This case 

defines our proposed gender classification model. 

Case 6: NP-PHOG-based feature extraction + Chi2 

feature selection + SVM classification.  

Case 7: NP-PHOG-based feature extraction + 

mRMR feature selection + SVM classification.  

Case 8: NP-PHOG-based feature extraction + 

ReliefF feature selection [29] + SVM classification.  

The classification accuracies of these cases are 

illustrated in Figure 5. 

 
(a) 

 
(b) 

 
(c) 

Fig. 5. The calculated accuracies to get comparative results. 

(a) comparison of the feature selectors, (b) comparisons of 

the used classifiers, (c) ablation results. 

 

As evident from Figure 5, we have compared the 

results obtained from the eight defined cases. 

According to the results, the NCA feature selection 

function (Figure 5a) has shown the best 

performance, whereas the SVM classifier (Figure 

5b) has yielded the highest accuracy. Moreover, the 

maximum accuracy has been obtained by Case 5 

(Figure 5c), our proposed NP-PHOG model. These 

outcomes strongly support the superiority of our 

proposed model as it utilizes the best feature 

selection function and classifier combination. 

IV. CONCLUSION 

In this study, we aimed to explore the gender 

classification ability of a feature engineering model 

based on shadow images. To accomplish this, we 

collected a new dataset of shadow images and 

proposed a novel feature engineering model called 

NP-PHOG. We leverage nested patches and PHOG 

features in our proposed model for effective feature 

extraction. In addition, we employ NCA feature 

selection to refine our feature set and utilize an SVM 

classifier for accurate classification. The 

experimental results revealed that the proposed 

model achieved high accuracy, demonstrating its 

effectiveness for shadow detection tasks. 

Furthermore, we performed an ablation study to 

compare the performance of various feature 

selection and classification methods. Our findings 

indicated that NCA feature selection and SVM 

classification are the optimal choices for this task. 

Furthermore, the proposed NP-PHOG model (Case 

5) achieved the highest accuracy among all the 

tested cases. The results of our research also 
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showcased the potential of computer vision models 

for detecting genders using shadow images. 

Overall, our proposed NP-PHOG model holds 

promise as a novel approach that can be further 

developed and adapted for similar tasks. 

Nonetheless, additional experiments and 

evaluations are required to assess the model's 

robustness and generalization capabilities to 

different datasets and scenarios. 
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