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Abstract – There is an alarming rate of growth in the usage of spectrum, where some of the allocated spectra 

is fully engaged while others are sparsely utilized. This gives attention to the use of cognitive radios where the 

Primary users can maximize the available spectrum holes alongside the secondary users. The challenge of 

using cognitive radio technology is interference which is a factor that causes a delay in the handoff time. 

XGBoost alongside other regression Machine Learning (ML) Algorithm such as linear Regression, Lasso 

Regression, Ridge regression, and the random forest was used to train and predict the dataset gotten from 

sensing the spectrum at a location called Morris Fertilizer within the environs of Minna, Niger state. Linear 

regression, Random forest regression, XGBoost, Ridge, and Lasso have been used for the prediction of 

cognitive radio frequencies based on 10 power features. 

The linear Regression, Ridge and Lasso gave the same level of accuracy of 6.39%, while Random forest gave 

an accuracy of 54.65%Xgboost gave the best performance with an accuracy level of 96.85%, thus boosting 

algorithm shows a high level of prediction ability.  
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I. INTRODUCTION 

The current exponential growth in technological 

advancements has led to an increased demand for 

wireless devices. This surge in demand, coupled 

with the static management of the radio spectrum, 

has resulted in a shortage of available spectrum. 

This shortage is due to the inefficiency of the static 

management of the spectrum, which is unable to 

accommodate the growing number of wireless 

devices. [1] Observed that most current wireless 

communication systems are based on the concept 

of fixed frequency allocation. The quality-of-

service (QoS) criteria of the radio spectrum are met 

while consuming less energy thanks to cognitive 

radio (CR) technology [2]. Machine learning (ML) 

algorithms are used to mimic human intelligence 

and they can make decisions without explicit 

programming [3]. The use of ML algorithms in CR 

technology improves both the efficiency and 

effectiveness of spectrum utilization [4] & [5]. [6] 

Worked to minimize the delay that occurs during 

spectrum handoff. To increase the time and energy 

efficacy of Spectrum Sensing [7] reduced the 

number of channels used for sensing with spectrum 

prediction.  [8] Shows that XGBoost outperforms a 

number of other well-known machine learning 

methods such as the linear Regression, Lasso 

Regression, Ridge regression and random forest on 

a range of datasets from a spectrum sensing of 

frequency range between 80MHz to 2GHz. The 

analysis carried out shows the XGBoost ML 

algorithm has the ability to work better with a large 

dataset, whereas the other regression ML algorithm 

seems to be limited.  
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II.    MATERIALS AND METHODS 

The system design consists briefly of two major 

stages: (a) the spectrum sensing stage. (b). the data 

analysis with the ML algorithm for the prediction 

of spectrum holes (XGBoost). To collect data to run 

analysis, a high-gain outdoor antenna with an 

acceptable capability frequency range of 80MHz to 

2GHz was connected to the spectrum analyzer to 

capture electromagnetic signals. 

The components used for the collection of data are 

as follows:  

Antennae, which enables the spectrums analyzer to 

capture electromagnetic waves. Table 1 shows the 

frequency band and allocations that were analyzed 

An Agilent spectrum Analyzer N9342C, A 

personal computer, and a backup power supply 

(generator) to sustain the sensing process for the 

period of the exercise. The Global Position System 

(GPS) was used to determine the location where the 

exercise was carried out. Figure 1 shows a block 

diagram of components. The dataset collected as 

CSV files at collated in a spreadsheet and imported 

into the Python 3.0 Jupyter. 

The dataset was checked to know the type if it was 

a discreet or classification (yes or no) problem. 

The dataset from the spectrum sensing exercise is 

continuous. Which means it is a regression 

problem. The correlation was visualized using the 

heat map representation as shown in figure 6. After 

this, the correlation between the dataset was 

checked. The dataset was divided into training and 

testing datasets. To train the dataset 80% of the 

dataset was used to train while the other 20% was 

used to test the functionality of the prediction 

exercise. The dataset was grouped into the predictor 

and the target (what is being predicted). The target 

is the frequencies of the analyzed spectrum in Hz 

and the predictors are the powers in  -dB. Using 

powers to predict frequencies. The Linear 

regression, Random forest regression, Ridge and 

Lasso was trained and tested with the dataset until 

the XGBoost gave a high percentage accuracy level 

and prediction. 

 

 

 

 

 

 

Table 1 Frequency band and allocations analyzed 

 

FREQUENCY 

RANGE 

SERVICE 

88 - 108 MHz FM Radio Broadcast 

108 - 200 MHz 

Navigation (VOR), 

Aeronautical Navigation, 

Military Land Mobile,  

Amateur Radio , Land 

Mobile (VHF) 

200 - 400 MHz 

Land Mobile (VHF), Fixed & 

Land Mobile Military 

Aviation 

400 - 600 MHz 

Land Mobile (UHF), 

Amateur Radio, Land Mobile 

(UHF), TV Channels 14 – 20, 

TV Channels 21 – 36 

600 - 960 MHz 

Land Mobile (UHF), TV 

Channels 38 – 51, Public 

Safety & Commercial 

Wireless 

960 – 2000 MHz 

Microwave Communication, 

GPS, Bluetooth, Wi-Fi 
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Fig 1 A block diagram of components 

III. RESULT  
The sensing and prediction of the  spectrum were 

carried out in stages in which the first stage was the 

collection of the dataset in the field and stage two 

was to build a suitable model for the dataset 

acquired. 

 

 

Figure 2 Linear Regression Test 

 

Figure 3 Random Forest 
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Figure 4 XGB Regressor 
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Figure 5 The lasso Regression 

IV. DISCUSSION 
The dataset was collected based on laboratory 

experiments and using the excel tool we did some 

data preprocessing, before importing the data into 

python where further data preprocessing, 

exploratory data analysis(EDA), and feature 

engineering was carried out. Thus, we proceed to 

model training using some machine learning 

algorithm. 

In this machine learning model, five different 

algorithms namely; Linear regression, Random 

forest regression, XGBoost, Ridge, and Lasso has 

been used for the prediction of cognitive radio 

frequencies based on 10 power features. 

The linear Regression, Ridge and Lasso gave the 

same level of accuracy of 6.39%, while Random 

forest gave an accuracy of 54.65%Xgboost gave the 

best performance with an accuracy level of 96.85%, 

thus boosting algorithm shows a high level of 

prediction ability and can be recommended for the 

prediction of cognitive radio frequencies.

 
Figure 6 The Heat Map 

V. CONCLUSION 

Sensing the spectrum to know the level of 

occupancy, for a cognitive radio user to engage the 

spectrum holes,can have certain setback which the 
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handoff time leads to the interference of the 

secondary user with the primary user. This factor 

affects the quality of serviceof the spectra. 

This brought about the idea to collate a set of data 

from the system which can be used to train a 

machine learning model to be able to predict the 

spectrum holes. 

A well-built and tested model will increase the 

quality of service of the spectrum sensed, thereby 

giving better reliability for users when transmitting. 
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