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Abstract – Diabetes is a chronic disease with many complications that follow the disease and is one of the 

causes of death worldwide. The number of people infected with this disease is increasing every day. 

Therefore, predicting this disease at an early stage helps to avoid many complications that follow the 

disease. Therefore, many medical sectors have begun to take an interest in using artificial intelligence 

technologies and benefiting from their services. Data mining and machine learning techniques are used to 

predict the patient's condition at an early stage. Therefore, this paper uses a neural network containing more 

than one hidden layer for disease prediction. The designed network gave an accuracy of 95.40%. The 

accuracy of the Recall scale for infected patients reached 96.59%. It is better than the result of previous 

studies mentioned in this paper.   
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I. INTRODUCTION 

Diabetes is one of the dangerous diseases and is a 

source of fear and anxiety for most people all over 

the world. As it is one of the highest causes of death 

worldwide along with some other diseases such as 

cardiovascular diseases, cancer and respiratory 

diseases[1]. The number of people with diabetes is 

increasing rapidly in the world. According to the 

International Diabetes Federation, the number of 

people with diabetes in 2045 may reach about 700 

million people[2]. The World Health Organization 

says the number of people with diabetes worldwide 

will reach 380 million in 2025[3]. 

Diabetes mellitus is a group of symptoms and 

disorders that occur to the patient, where the blood 

sugar level of the affected person rises for a long 

period of time, because the islets of Langerhans do 

not produce a hormone that regulates glucose[4].  

There are three types of diabetes, which are type 1 

diabetes, gestational diabetes, and type 2 

diabetes[5]. Gestational diabetes is the most 

prevalent type among the three types. Lack of 

exercise and weight gain are among the main causes 

of gestational diabetes[6]. The inability of the 

pancreas to produce an adequate amount of a 

hormone that regulates glucose is the main reason 

for the emergence of type 1 diabetes[7]. Leaving the 

disease untreated leads to several complications 

such as visual impairment, foot ulcers, dehydration 

and encephalitis, and may eventually lead to 

death[8][9]. 

And after the science of artificial intelligence and 

the science of data mining has proven its worth, 

strength and effectiveness as one of the most 

important solutions for analyzing large amounts of 

data. Where the primary goal of data mining is to 

extract knowledge from huge amounts of data[10]. 

The healthcare sector has taken advantage of this 

science and relied on it to help make decisions. With 

the increasing number of diseases and patients, and 

thus the number of electronic health records. It has 

become easy for those interested and researchers in 

the medical fields to obtain patient data and conduct 

research studies to discover new information and 
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knowledge and build predictive models that help in 

early diagnosis of diseases. Diabetes is one of these 

diseases, as there is no cure for this disease, and 

early prediction helps to avoid many complications. 

This paper presents a method for predicting diabetes 

by designing a neural network that contains more 

than one hidden layer. This method focuses on 

detecting the largest possible number of affected 

patients. It will also depend on the Pima data set, 

where it will be analyzed and some of the problems 

it contains will be presented and addressed. In the 

rest of the sections of this paper, works related to 

this research will be presented and compared to this 

research, and some problems and solutions that will 

be proposed to solve these problems will be 

presented. Then the methodology that will be 

followed in this paper is presented. Then the results 

will be discussed and analyzed. Finally, the 

conclusion, where we will briefly present what we 

have presented in this paper and the results and 

benefits of this study. 

II. RELATED WORK 

PREVIOUS STUDIES USED MACHINE LEARNING 

ALGORITHMS 

Suggested by Nagaraj et al Diabetes prediction 

method and recommendation system to build a 

machine learning model for prediction, using 

several algorithms such as XGBoost, support vector 

machine (SVM), random forest classifier and 

decision tree. The random forest classifier gives an 

accuracy of 77%. After predicting the disease, make 

a recommendation system, include a diet and foods 

that help to recover from diabetes, and provide some 

activities to get rid of the disease[11]. 

Shanjida khan Maliha et al used two diabetes 

prediction algorithms, the Random Forest and the 

Support Vector Machine. And it relied on real 

patient data to determine the disease. It was 

implemented by the programming language Python 

and Jupyter. The Support Vector Machine algorithm 

gave a higher accuracy than Random Forest, where 

the accuracy reached 86%, while the accuracy of 

Random Forest reached 78% [3]. 

Herminiño C. Lagunzad et al relied on a database 

from Kaggle and applied the ID3 algorithm to this 

data to predict diabetes. As for the results, it can be 

for people between 30-40 and 41-50 with diabetes. 

Delayed recovery and sudden weight loss can also 

be a sign of diabetes[12] . 

 

PREVIOUS STUDIES USED THE HYBRID MODEL 

Biswajit Giri et al. used a hybrid approach to 

predict diabetes based on the PIMA database. He 

compared this method to several other algorithms. 

The proposed method gave an accuracy of 86 

percent, while the closest algorithm was 75 percent 

accurate, which is the Linear Support Vector 

Classifier algorithm [13]. 

Chinedu I. Ossai et al proposed a hybrid technique 

to identify patients with diabetes who are 

susceptible to URA by relying on MLR, ANOVA 

and machine learning using the RF algorithm. Those 

at risk were identified with the following accuracy: 

- recall: −0.947 ± 0.035, precision: − 0.951 ± 0.033 , 

F1-score: −0.947 ± 0.035, and AUC: −0.994 ± 

0.007[14]. 

 

THE PIMA DATASET AND THE ALGORITHMS 

THAT APPLY IT. 

 

Table 1 presents some studies on the Pima data set. 

Ref Algorithm Accurrac

y 

Reca

ll 

Precisi

on 

[11] Random Forest 77%   

[15] LightGBM + KNN 90.1% 82.1

% 

88.9 

[16] Firefly Optimized 

Neural Network 

95.07 

 

88% 88% 

[17] Random Forest 

 

79% 77% 77% 

[18] KNN+SVM+DT 90.62 91% 91 

[19] Naïve Bayes 89.9 84.3 79.3 

[20] Gradient Boosting 92 93 94 

[21] K-Means 86   

[13] Hybrid classifier 86   

[22] Genetic Programming 

Symbolic Regression 

79.19%   

[23] Artificial Neural 

Network 

82   

 

[24] Decision Tree 70.80 61.46 76.5 

[25] J48 95.122   

[26] SVM 79.1 79.1 78.2 

[27] ANN 80.86   
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III. METHODOLOGY 

 
Fig 1 shows the model used. 

dataset 

The dataset that we used in this paper was 

obtained from website Kaggle. It is a Pima dataset 

compiled by the National Institute of Diabetes and 

consists of 768 records, of which 500 had diabetes 

and 268 did not. It contains 9 features. 

 

Table 2 presents the features of the dataset 

feature Data type 

Pregnancies integer 

Glucose integer 

BloodPressure integer 

SkinThickness integer 

Insulin integer 

BMI double 

DiabetesPedigreeFunction double 

Age integer 

Outcome integer 

 

 

Data exploration 

 Fig.2 shows some important information about 

the dataset, such as the arithmetic mean, the highest 

value, and the lowest value for each feature. 

 

 
Fig 2 Statistical information about features. 

A bar chart  

is a graph that displays categorical data in 

rectangular columns with heights proportional to 

the values they represent. Fig.3 displays the bar 

graph of the Pima data set.   

    It is observed through Fig.3 that the feature 

values for diabetic patients are greater than those 

of healthy people 

 
Fig 3 displays the bar chart of the Pima data set 

neural network used 

The designed network consists of three layers. The 

number of iterations was set to be 100 
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IV. Results and discussion 

Figure 4 is the confusion matrix of the designed 

neural network. 166 samples were correctly 

predicted against 8 samples were incorrectly 

predicted. The accuracy reached 95.40%. The 

accuracy of the Recall scale for infected patients 

reached 96.59%. The result reached is better than 

the result of the previous studies mentioned in this 

paper. 

 

 
Fig 4 Displays the confusion matrix of a designed neural 

network 

 

Fig 5 Overall Statistics 

 

V. Conclusion 

In this paper, work has been done to design a 

neural network that contains more than one hidden 

layer to predict diabetes. The designed network was 

trained on a Bima data set. The designed network 

gave good results and is better than the previous 

studies mentioned in this paper. The accuracy of the 

designed neural network in this paper reached 

95.40%. The accuracy of the Recall scale for 

infected patients reached 96.59%. 
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