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Abstract – The monitoring and classification of human movements have garnered significant importance 

across various domains, including hazardous situation detection and elderly care. In recent years, the 

application of Artificial Intelligence (AI) has emerged as a promising approach to predicting and 

analyzing human movements in such contexts. However, as the complexity and diversity of target 

movements increase, obtaining sufficient and high-quality data for AI methods becomes increasingly 

challenging. A particular obstacle researchers and practitioners encounter is the uneven distribution of 

movement data, where certain movements are frequently repeated and well-represented in the dataset, 

while others occur infrequently, leading to an imbalanced dataset. This data imbalance poses a critical 

issue as it hampers the effectiveness of AI models, particularly for those movements with limited 

available data. The scarcity of samples for certain classes can lead to biased learning, resulting in reduced 

accuracy and poor generalization of the model. To address this critical challenge, this research proposes a 

hybrid AI methodology specifically designed to enhance the classification accuracy of two important 

human movements: turning and walking. The experimental results demonstrate the efficacy of the 

proposed method. It significantly improves the overall classification accuracy compared to only one AI 

technique, especially for those movements characterized by limited data availability. By effectively 

addressing the data imbalance problem, the hybrid AI methodology ensures that the model's performance 

is not disproportionately skewed towards the overrepresented classes, yielding a more balanced and 

reliable human movement monitoring and classification system. 
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I. INTRODUCTION 

The precise monitoring and classification of 

human movements have garnered immense 

importance across an array of critical domains, 

ranging from child and elderly care to the detection 

of dangerous situations and the tracking of 

sequential tasks [1-3]. In these spheres, the 

meticulous analysis of people's movements, 

coupled with continuous observation, facilitates 

invaluable follow-ups such as health status 

assessments, organ functionality evaluations, and 

the identification of potentially harmful behaviors. 

Moreover, the application of movement tracking 

technologies enables the timely detection of violent 

acts, such as physical aggression, battering, or 

extortion, thereby aiding in the early recognition of 

suspicious individuals who might pose a threat to 
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others [4, 5]. Additionally, the prediction and 

prevention of hazardous movements for employees 

in high-risk work environments and the accurate 

monitoring of sequential tasks are vital applications 

that have the potential to enhance workplace safety 

and productivity [6]. 

An instrumental tool in this pursuit is the 

ubiquitous camera, which operates tirelessly and 

serves as an accessible imaging network, 

particularly in the realm of security cameras. 

Harnessing the power of deep learning and 

artificial intelligence algorithms has further 

expanded the horizons of image analysis, 

facilitating swift and contextually relevant results 

[7, 8]. As such, the endeavor to comprehend and 

control human behavior in videos has evolved into 

a captivating and crucial subject, aimed at 

mitigating possible accidents and dangerous 

situations. 

A foundational aspect of human movements lies 

in the sequence of positional changes within bodily 

organs. Consider, for instance, the act of eating, 

where the hands engage in a repetitive motion 

towards the mouth, or the phenomenon of walking, 

characterized by the rhythmic swinging of arms 

and coordinated bodily locomotion [9]. By 

accurately tracking these organs in images, it 

becomes possible to discern and interpret diverse 

human movements. 

While it is indeed feasible to detect and classify 

movements from individual images, complexities 

arise when dealing with movements that involve 

opposing actions. For instance, the task of donning 

and doffing a jacket requires contrasting 

movements. Attempting to deduce this action from 

a single image of the jacket in motion can prove 

challenging, necessitating a more nuanced 

approach that entails the classification of 

movements based on the sequential flow of organ 

positions. 

At the core of the pursuit of effective movement 

classification lies the collection and labeling of 

motion images of individuals. However, this 

process is frequently confronted by its time-

consuming and labor-intensive nature, especially as 

the scope of target movements expands. The issue 

is further compounded by the varied frequencies 

and durations of different movements, making it 

challenging to maintain a balanced dataset. For 

instance, walking, being a common activity, is 

frequently encountered and extends over a 

considerable duration, while standing up, on the 

other hand, is less frequent and brief in duration. 

Such data imbalance poses substantial obstacles for 

artificial intelligence, which struggles to learn 

movements characterized by limited data, 

ultimately affecting the training and classification 

efficacy [10, 11]. 

In light of these challenges, this study endeavors 

to present a novel and advanced hybrid artificial 

intelligence method devised for the classification 

of back-and-forth walking and turning movements, 

which contend with data imbalance. Initially, a 

sophisticated deep learning-based YOLOv7 [12] 

approach is employed to identify and precisely 

locate ten crucial human organs. Subsequently, the 

motion data from these localized regions in 

consecutive images are meticulously measured and 

effectively classified using state-of-the-art SVM 

and Decision Tree techniques. While traditional 

methods exhibit limited success in accurately 

classifying forward and backward movements, the 

proposed hybrid approach demonstrates significant 

enhancements, particularly in the case of rotational 

movements, where data availability is substantially 

limited. 

II. MATERIALS AND METHOD 

A. YOLO (You Look Only Once) 

YOLO [13] is a popular and extremely powerful 

object detection algorithm used in computer vision. 

YOLOv7 [12] is an evolution of the YOLO series 

and stands for "You Only Look Once version 7". 

The primary purpose of YOLO is to detect and 

localize objects in images or videos. In doing so, it 

divides the input image into a grid and estimates 

the bounding boxes and class probabilities for each 

grid cell. Unlike most deep learning algorithms, 

YOLO stands out with its real-time performance 

and efficiency. This makes it suitable for 

applications such as driverless cars, surveillance 

systems and robotics. YOLOv7 may include 

improvements over its predecessors, such as 

changes in network architecture, training strategies, 

or additional features. 

B. DT (Decision Tree) 

DT [14] is a popular machine learning algorithm 

used for both classification and regression tasks. It 

works by recursively subdividing the attribute 

space based on the values of different attributes. 

Each segment creates a "node" in the tree and the 
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process continues until a stopping criterion is met 

(e.g. maximum tree depth, minimum sample per 

leaf). In case of classification, each leaf node 

represents a class label and for regression the leaf 

nodes contain predicted continuous values. DTs are 

easy to interpret and visualize, making them 

valuable for understanding how decisions are made 

by the model. However, they can be prone to 

overfitting, especially when the tree becomes too 

deep or complex. Techniques such as pruning and 

using ensemble methods (e.g. Random Forest) can 

help alleviate this problem. 

C. SVM (Support Vector Machine) 

SVM [15] is also a machine learning algorithm 

used for classification and regression tasks. Its 

main purpose is to find a hyperplane that optimally 

separates data points from different classes in a 

multidimensional space. In the case of binary 

classification, SVM aims to maximize the margin 

(distance) between the two classes by providing a 

solid decision boundary. SVM is effective for both 

linearly separable and nonlinearly separable data, 

thanks to the use of kernel functions that transform 

the input space into a higher dimensional feature 

space from which the data can become separable. 

SVM is widely used in various fields such as 

image recognition, text classification and 

bioinformatics. 

D. Proposed Method 

Movement analysis is a dynamic process, 

evolving over time, and relying on a single image 

for estimating movements may lead to misleading 

or inadequate results. To address this challenge, the 

proposed method in this study is centered around 

organ detection in images and the subsequent 

measurement of organ movements in consecutive 

frames. Ten target organs were selected for 

tracking in this study, including the head, two arms 

(from shoulders to wrists), two hands, the chest, 

the abdomen, two legs, and two feet. The YOLO 

(You Only Look Once) algorithm was employed to 

detect these organs in images captured at intervals 

of 50 milliseconds. However, as YOLO does not 

inherently differentiate between left and right 

organs, additional checks were introduced to 

establish the correct positional relationships among 

the detected organs. 

Several criteria were applied to validate the 

detected organ positions: 

1) The head must consistently occupy the 

uppermost position, and the feet must remain at the 

bottom throughout the target movements. 

2) The legs must be positioned below the chest, 

and the head must be above the torso at all times. 

3) Sequential images should not exhibit abrupt 

jumps in organ positions, ensuring smooth 

transitions (|xt – xt-1| < 0.1, |yt – yt-1| < 0.1, where xt 

and yt are the midpoints of organs at time t. 

4) Organs such as hands, feet, legs, and arms 

were categorized into right and left, and in cases 

where only one organ is detected in an image, the 

closest matching organ (right or left) from the 

previous image is assigned. 

5) Over-detected organs were compared with 

their positions in the previous image and the 

closest match was considered for subsequent 

analysis. 

6) In the absence of detected organs, their 

positions were recorded as 0. 

7) If YOLO potentially fails to detect an organ, a 

comparison is made with the previous image. If the 

organ was not detected and its approximate 

location was not close to the image edges in the 

previous frame (approximate location > 0.1), the 

previous position is utilized as a reasonable 

approximation for the current position. 

Once the organ detection process is completed, 

artificial intelligence techniques are employed to 

classify the movements. SVM and DT algorithms 

were utilized to analyze the positional changes of 

all organs and classify forward-backward walking 

and forward-backward rotational movements. As 

depicted in Table 1, due to variations in data 

amount, achieving overall satisfactory 

classification success becomes challenging. 

Specifically, rotational movements, which suffer 

from limited data compared to walking, exhibit 

inadequate classification results. Consequently, a 

two-stage classification approach was adopted. 

Initially, walking and turning movements without 

direction were classified, followed by the 

classification of movement direction in the second 

stage. At this stage, SVM and DT showed 

discrepancies in classifying movements and 

directions. Leveraging these differences, when the 

outputs from the two methods diverged, more 

definitive conclusions could be drawn, leading to 

increased classification success. 

 

 



International Journal of Advanced Natural Sciences and Engineering Researches 

 

166 
 

Table 1. Number of movements 

Movement Number of 

movements 

Number of same 

movements 

Walking for. 393 
830 

Walking back. 437 
Rotate for.  89 

150 
Rotate back 61 

 

The proposed method's block diagram is visually 

depicted in Fig. 1, showcasing the step-by-step 

process of organ detection, subsequent checks, and 

the classification of movements through artificial 

intelligence algorithms. By incorporating robust 

organ detection and applying a two-stage 

classification approach, this study seeks to enhance 

the accuracy and reliability of movement analysis, 

particularly in cases characterized by imbalanced 

data distribution. The methodology holds 

promising potential for revolutionizing movement 

tracking and classification applications, fostering 

safer environments, and optimizing performance 

across a wide range of domains. 

 

Fig. 1 Block diagram of method  

III. DATASET 

The process of motion classification in this study 

involves the use of two distinct datasets that are 

sequentially employed. The first dataset 

encompasses images utilized for training the 

YOLO model, responsible for detecting organs, 

while the second dataset includes the locations of 

the detected organs, obtained after the completion 

of YOLO training. 

For the YOLO training and test sets, 980 images 

were extracted from a video lasting approximately 

49 seconds, with an image captured every 50 

milliseconds. The image dimensions were set at 

720 x 1280 pixels. The objective was to detect ten 

specific organs as shown in Fig. 2, within these 

images. Subsequently, a random allocation was 

performed, dedicating 70% of the images to 

training, 10% for testing, and 20% for validation. 

In the second stage, the detected organs' 

positions were determined within the images. 

However, evaluating the positions of organs within 

individual images in isolation would not provide 

meaningful insights into movements. To address 

this, the relative amount of movement for each 

organ's midpoint between successive images was 

quantified using Eq. (1). 

 

 

Fig. 2 Target organs  

 
𝑚𝑜𝑥,𝑦

𝑖 = 𝑜𝑥,𝑦
𝑖 − 𝑜𝑥,𝑦

𝑖−1             (1) 

Here, mo represents the amount of movement of 

the organ, x and y represent the position of the 

organ in the ith image, and o it represents the 

organs. In the classifiers, 60% of the detection 

results of YOLO were used in training and 40% in 

the test. The movements in the images are as in 

Fig. 3 and their amounts are as in Table 1. 
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IV. EXPERIMENT AND RESULTS 

Two different experiments were carried out to 

classify the movements. In the first trials, four 

movements were tried to be classified 

simultaneously with DT and SVM. Classification 

results for four classes with DT and SVM were 

obtained as in Fig. 4. Despite all the mentioned 

corrections, it is obvious that these results are not 

satisfactory for motion classification. As a 

maximum, approximately 66.33% classification 

success was achieved with SVM. Approximately 

36% of rotational movements are correctly 

classified. The effect of absolute values at this 

stage was not expected to be positive. Because the 

amount of movement of the organs in the forward 

and backward movements are of opposite signs. 

 

    
(a) (b) 

    
(c) (d) 

    

Fig. 3 Movements, (a) walk forward, (b) walk backward (c) 

turn forward, (d) turn back 

Since DT and SVM could not achieve high 

success in classifying these four movements, the 

movements were first divided into two groups 

without specifying the direction with the proposed 

method. In other words, movements as in the last 

column of Table 1 are classified as walking and 

turning movements. In fact, what is done here is to 

deal with the classification problem regardless of 

the direction of the transaction movements. Later, 

the movements were classified as forward-

backward. When walking and turning movements 

are forward and backward, the amount of 

movement of the organs is close to each other. 

However, since these movements are opposite to 

each other, values with opposite signs are obtained 

in Eq. (1). Absolute values are used to eliminate 

this sign difference. Thus, it can be even more 

successful to classify turning and walking 

movements, regardless of whether they are forward 

or backward. This effect can also be seen in the 

turning and walking classification in Fig. 5. It has 

been possible to successfully classify over 90% of 

movements. Also, using absolute values here 

improves performance by 2-3%. While walking 

could be classified as 95.38% successfully, this 

rate was best 65.67% in turning. 

 
(a) 

 
(b) 

 
(c) 
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(d) 

Fig. 4 Classification results for four activities, (a) DT result 

with original data, (b) DT result with absolute value, (c) 

SVM result with original data, (d) SVM result with absolute 

value 

 

  
(a) (b) 

  
(c) (d) 

Fig. 5 Classification results for two activities, (a) DT result 

with original data, (b) DT result with absolute value, (c) 

SVM result with original data, (d) SVM result with absolute 

value 

After the motion class was determined, the 

direction of the movements was determined by 

using two methods. The classification results of 

walking and turning directions are as in Fig. 6 and 

Fig. 7, respectively. 

 

  
(a) (b) 

  
(c) (d) 

Fig. 6 Classification of walking direction, (a) DT result with 

original data, (b) DT result with absolute value, (c) SVM 

result with original data, (d) SVM result with absolute value 

  

(a) (b) 

  
(c) (d) 

Fig. 7 Classification of rotate direction, (a) DT result with 

original data, (b) DT result with absolute value, (c) SVM 

result with original data, (d) SVM result with absolute value 

In Fig 5, the best classification was obtained with 

absolute values. After the absolute values, the 

classification results for the direction of the 

movements were obtained as in Fig. 6 and Fig. 7. 

Absolute values had a negative effect on direction 

determination. In the two-stage classification 

method, the classification success obtained by 

using Eq. (2) for the classification of movements 
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together with their directions was obtained as cr = 

0.72. 

𝑐𝑟 =
𝑐𝑟𝑤

1  𝑥 𝑐𝑟𝑤
2  𝑥 𝑠𝑤+𝑐𝑟𝑟

1 𝑥 𝑐𝑟𝑟
2  𝑥 𝑠𝑟

𝑠𝑤+𝑠𝑟
                (2) 

Here, crw
1 and crw

2, crt
1and crr

2 are the 

classification success of walking and turning 

movements in the first and second steps, 

respectively, and sw and sr are the sample numbers 

in walking and turning. In addition to the 

approximately 6% improvement in the 

classification success of this method, the most 

important point is its effect on the classification of 

rotational movements with little data. When the 

four movements were classified, the success of the 

rotational movements was around 36%, while it 

was 54.89% with the two-stage method applied. 

When Fig. 6 and Fig. 7 are examined, it is seen 

that SVM is more successful in walking and DT is 

more successful in turning. For this reason, it is 

understood that the hybrid system developed by 

using different artificial intelligence methods while 

estimating the direction in different movements as 

in the proposed method can be used in such tasks. 

V. DISCUSSION 

This study presents a hybrid artificial intelligence 

approach designed to address the challenges of 

motion classification with unstable data numbers. 

By employing Decision Trees (DT) and Support 

Vector Machine (SVM) algorithms, we effectively 

classified forward-backward turning and forward-

backward walking movements. Furthermore, the 

two-stage classification method significantly 

improved classification results when attempting to 

classify all four movements simultaneously. 

The significance of this research lies in its 

successful handling of unbalanced data and limited 

samples per class, factors that often hinder the 

training of artificial intelligence models. With the 

proposed method, the adverse impact of data 

imbalance was mitigated, leading to notable 

improvements in overall classification 

performance, particularly for classes with sparse 

data. 

VI. CONCLUSION 

In conclusion, our hybrid artificial intelligence 

approach showcases promising results in motion 

classification, offering a robust solution for 

scenarios with unstable data numbers. The 

integration of DT and SVM algorithms, along with 

the two-stage classification methodology, 

effectively addresses the challenges posed by 

unbalanced data distribution and limited samples 

per class. The proposed method exhibits substantial 

improvements in classification accuracy, 

particularly for classes with sparse data, 

demonstrating its potential for real-world 

applications. 
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