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Abstract – The presence of missing data in surveys or in other types of scientific research poses significant 

challenges for academic research, impacting the reliability, validity, and generalizability of study findings. 

Missing data can introduce bias into the analysis, leading to erroneous results and conclusions. Furthermore, 

missing data can compromise the statistical power of analyses, reducing the precision and accuracy of 

estimates. Consequently, researchers may encounter difficulties in drawing robust conclusions or 

identifying significant patterns within the data. Missing data can stem from various sources, including 

participant non-response, data entry errors, survey design flaws, and respondent unwillingness to disclose 

sensitive information. Many researchers struggle with how to handle missing data in their studies. They 

often use simple methods like deleting all the cases with missing data, partial deletion, or filling in missing 

values with a single number, such as the values of the variables mean, median, or mode. However, these 

methods can be misleading because they don't take into account the reasons why data might be missing and 

produce estimation errors, so other approaches are implemented to impute the missing values. However, 

each approach has its limitations and assumptions, which can influence the validity of results and introduce 

additional uncertainty into the analysis. This article analyzes the problem of missing data in social surveys, 

the reasons for missing data, the types of missing data, and also suggests several ways, deterministic and 

probabilistic, for data imputation. 
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I. INTRODUCTION 

Surveys represent a useful tool that is used in many fields, including social, political, and educational, with 

unique objectives and methodologies. Surveys serve as data collection tools, providing researchers, 

businesses, and policymakers with access to valuable insights into human behavior, opinions, and 

preferences. They play a key role in market research, empowering businesses to understand consumer 

needs, preferences, and market dynamics. By eliciting feedback on products, services, and brand 

perceptions, surveys inform strategic decision-making, product development, and marketing strategies, 
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driving competitive advantage and customer satisfaction. In the field of social research, surveys serve as 

instruments to measure public opinion, assess social attitudes, and understand demographic trends [1]. 

Whether in politics, education, or health care, surveys provide invaluable insights into the needs, 

perceptions, and behaviors of diverse populations, informing policy formulation, program development, 

and resource allocation. However, it is difficult to have a survey without missing data, which is caused by 

various reasons. Thus, before analyzing the gathered data, it is important to analyze the missing data, which 

can be a considerable part of the total [2].  

Generally, in statistical analysis and processing, researchers often exclude cases with partial data. As an 

alternative to this method of data treatment, researchers can choose to replace some of the missing values 

of a variable with reliable values such as the average of the observed values for that variable, the median, 

or the average of the neighboring values of the missing data [3].  

Some of the methods of replacing or completing missing data are already present in many popular statistical 

software programs, such as SPSS. In addition to deterministic techniques for filling in missing data, this 

software also includes stochastic techniques based on probabilistic data distribution models, such as the 

maximum likelihood technique, multiple imputations [4].  

Missing values are endemic across the social sciences and family studies. About 50% of the participants in 

political or social survey data have missing values; many of the major data sets that are utilized in articles 

appearing in family journals have serious problems with missing values. A missing rate of 15% to 20% is 

common in educational and psychological studies [5].   

The seriousness of the missing values depends in part on the amount of missing data, the missing data 

model, and the mechanism underlying the missing data. The model, quantity, and mechanism of missing 

values have significant effects on the outcome of a study [6].  

The percentage of missing data is directly related to the quality of the statistical conclusions. The percentage 

of missing data significantly affects the quality of the analysis and statistical conclusions. Various estimates 

are made about the percentage of missing data that can be deleted without causing seriously biased results.  

One estimate is that if the missing data is less than 5% of all the data, then list deletion can be used; a 

missing rate of less than 10% is inconsequential, and a missing data rate of more than 10% will produce 

biased statistical results. However, the amount of missing data is not the sole factor that affects the statistical 

results [7].  

The missing data mechanisms and the missing data patterns have a greater impact on research results than 

the proportion of missing data [8]. However, there is always the question of what to do with missing data 

in research studies and how to assess its impact on the study results.  

Numerous articles and studies have been conducted in various research fields, such as sociology, political 

science, psychology, education, communications, oil industry production data, oilfield reservoir properties, 

tourism customer satisfaction, urban resilience criteria, academic performance, and teaching, through the 

use of massive data [9]-[10].  

The problem of missing data is often present, so handling the “missingness” by implementing the most 

suitable imputation methods is necessary and advisable [11]-[12]. 

They have analyzed problems created by missing data and implemented different methods of data 

imputation, including deterministic (simple calculation) and probabilistic (value estimation) [13].  

The problem of missing data has been addressed in several types of research in Albanian research studies: 

familiar, social, academic, economic, tourism services, health services, and industrial projects [14]-[15]. 

Although there is an extensive literature on missing data, social science researchers have been slow to adopt 

these methods or heed their recommendations [16]-[17].  

The lack of taking missing data into consideration and finding and implementing the most appropriate 

techniques to complete them risks obtaining biased and distorted results and wrong conclusions from these 

surveys [18]. 

To begin with, a safer way is to review the stages of data collection and complete them by redoing the 

survey, but this is often not a convenient thing because the time of the survey is over, the people who have 

been asked cannot be more available, etc. However, the analysis of the stages of preparation and completion 
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of a questionnaire will highlight problems and shortcomings that will be taken into account in future cases 

[19].  

The prevention of missing data is the most optimal approach to conducting a successful survey and reaching 

accurate and correct results and conclusions for the issue being studied [20]. During the data collection 

phase, researchers have the opportunity to decide what data to collect and how to monitor their collection 

[21].  

The extent and distribution of variables in the data, along with the reasons for missing data, are critical 

factors in applying appropriate missing data techniques [22].  

Missing data strategies, from complete case analysis to model-based methods, each rely on assumptions 

about the nature of the mechanism that causes missing data [23]. Before applying any imputation methods 

to replace missing data, the researcher must first diagnose and understand the missing data processes 

underlying the missing data [24]. 

 

Causes of Missing Data: 

Data may be missing for various reasons, which may be objective or subjective. The reasons that data is 

missing can affect the appropriateness and value of the strategies used to address the problem. Missing data 

in surveys arises from various sources, each presenting unique challenges [25].  

The specific causes of missing data can be due to specific characteristics (e.g., income level, political 

affiliation), which can significantly influence its impact on the research findings, introduce bias, potentially 

skewing the results and undermining the generalizability of the study [26]. 

Some of the most common causes include: 

• Non-response: This occurs when individuals 

refuse to participate in the survey or fail to answer specific questions. Reasons for nonresponse can range 

from lack of interest, privacy concerns, or difficulty understanding the questions. 

• Item nonresponse: Individuals may participate 

in the survey but skip specific questions due to sensitivity, lack of knowledge, or missing information. 

• Measurement errors: These occur when 

responses are recorded inaccurately or when questions are ambiguous, leading to missing or unusable data. 

Consequences of Missing Data: 

Missing data can pose significant threats to the validity and reliability of research findings. Here are some 

key consequences: 

• Bias: Missing data can lead to biased estimates, 

as individuals who do not respond or skip certain questions may differ systematically from those who do 

provide complete data. This bias can distort conclusions and hinder the drawing of accurate inferences. 

• Reduced power: Incomplete data reduces the 

sample size available for analysis, diminishing the statistical power of the study. This can make it difficult 

to detect statistically significant relationships and increase the risk of Type II errors (failing to reject a false 

null hypothesis). 

• Loss of information: Missing data represents 

valuable information left untapped, potentially hindering the understanding of complex phenomena and 

limiting the scope of research conclusions. 

 

Classification of missing data: 

Rubin introduced three types of missing data which are [27]: 

Missing Completely at Random (MCAR):  

Data is considered missing completely at random when there is no systematic underlying process as to why 

individuals are missing for a given measurement. It may be the case that some of the questionnaires were 

accidentally dropped for one or a few participants, or that another person was momentarily distracted by 

other things unrelated to the question or the answer or random technical errors. In this case, the missing 

data is unrelated to both the missing and observed values in the dataset;   

𝑝(𝑅/𝐷𝑚𝑖𝑠, 𝐷𝑜𝑏𝑠) = 𝑝(𝑅)  
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Missing at Random (MAR):  

Data is considered MAR if it is missing because of some potentially observable, non-random, systematic 

process. Data is considered MAR if the probability of missing data for some variable (Y) is predictable 

based on the value of another variable or set of variables (X). The missing data depends only on observed 

values in the dataset;  

 𝑝(𝑅/𝐷𝑚𝑖𝑠, 𝐷𝑜𝑏𝑠) = 𝑝(𝑅/𝐷𝑜𝑏𝑠)  
 

Missing Not at Random (MNAR):  

If data is missing due to the value of the variable being considered, then it is not considered missing at 

random. If we are considering a variable Y, it would be MNAR if individuals chose not to respond because 

of the value of Y; 

𝑝(𝑅/𝐷𝑚𝑖𝑠, 𝐷𝑜𝑏𝑠) ≠ 𝑝(𝑅/𝐷𝑜𝑏𝑠)  
A classic example is the questionnaire about income. Income may often be MNAR because people who 

have a very high or very low income might choose not to report the value of their income because they do 

not feel comfortable with the numbers they have to declare. In this case, the missing data of the income 

variable is dependent upon the value of the variable, figure 1-3, (red is missing data in the y-variable, and 

blue is observed data). 

 

 
Fig. 1. Mechanism of missing data. MAR. 

 

 
Fig. 2. Mechanism of missing data. MNAR 
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Fig. 3. Mechanism of missing data. MCAR 

 

 

Handling the Missing Data: 

The best method is not to have missing data [28]. Fortunately, researchers have developed various strategies 

to address missing data issues. These strategies can be broadly categorized into two approaches [29]: 

• Prevention: Preventing missing data in the  

first place is the ideal solution. This involves careful survey design, clear and concise questions, effective 

recruitment methods, and addressing potential barriers to participation. 

• Imputation: When missing data occurs, 

imputation techniques aim to estimate missing values based on available data. Common methods include 

mean imputation, regression imputation, and more sophisticated techniques like multiple imputation. It's 

crucial to choose the appropriate imputation method based on the type of missing data, underlying 

assumptions, and characteristics of the data. 

 

Choosing the Right Approach:  

The optimal approach for handling missing data depends on several factors, including the nature of the 

missing data, the research question, and the resources available. Careful consideration of these factors and 

expert guidance are essential to ensuring the chosen method does not introduce bias or further distort the 

data. The Little’s chi-square statistic test serves to reject or not the Ho Hypothesis that the missing data are 

MCAR at a significance of 0.05 level. If the p<.5, then the null hypothesis is rejected, and the data are not 

MCAR. In that case, the data may be missing at random (MAR) or not missing at random (NMAR). If p 

>.5, then the null hypothesis is not rejected, so the data are missing completely at random (MCAR) [30]. 

 

Listwise deletion or case deleting: 

Among the studies that showed evidence of missing data, 97% used the list deletion (LD) method or the 

pairwise deletion (PD) method to deal with missing data, which are well-known methods for biased and/or 

ineffective assessments in most statistical studies [31]. 

The most common method and the easiest way to deal with missing data that is used by most researchers 

is the list-wise method, which means deleting all the cases where there is at least one missing data point. 

Listwise deletion is an easy and simple method to implement because it is the default used in many 

statistical packages, including SPSS.  

If the data is MCAR then the listwise deletion will not introduce any bias into parameter estimates, because, 

under MCAR, the subsample of cases with complete data is equivalent to a simple random sample from the 

original target sample. The obvious downside of listwise deletion is that it often discards a great deal of 

potentially usable data which leads to larger standard errors, wider confidence intervals, and a loss of power 

in testing hypotheses. Listwise deletion typically results in the loss of 20%–50% of the data [32].   
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Pairwise deletion: 

Pairwise deletion is the case when we delete only the missing data in the present variables. In the end, some 

variables may have a different number of cases compared to other variables.  

Pairwise deletion is, for linear models, a very popular alternative replacement for listwise deletion.  

Like listwise deletion, however, if the data are MAR but not MCAR, the pairwise deletion may produce 

biased estimates. Pairwise deletion may be more efficient than listwise deletion because more data is 

utilized in producing the estimates [33].  

 

Imputation methods: 

Such methods produce some estimation for each missing value by using the proper software [34].  

Mean imputation is the simplest and most popular approach for missing values, but this is well known to 

produce biased estimates [35].  

The mean is calculated for all the non-missing data variables, and all the missing data will be substituted 

with the mean values.  

It has the advantage of keeping the same mean and the same sample size, but many disadvantages, such as 

the false impression of sample size and the decreasing of the variance.  

If the purpose of the research is mean estimations or if the data are missing completely at random, the series 

mean imputation will not bias the parameter estimate; it will still bias the standard error.  

The mean of nearby points replaces missing values with the mean of valid surrounding values (2 or more).  

The span of nearby points is the number of valid values above and below the missing value used to compute 

the mean.  

Median of nearby points replaces missing values with the median of valid surrounding values (2 or more).  

The span of nearby points is the number of valid values above and below the missing value, which are used 

to compute the median for the purpose of substituting the missing values.  

Linear interpolation replaces missing values using linear interpolation. The last valid value before the 

missing value and the first valid value after the missing value are used for the interpolation.  

The “linear trend at point” method essentially performs a regression where the variable with missing values 

is the dependent variable and the case sequence number is the predictor.  

One problem is that they can produce biased estimates of some parameters. In particular, variances for 

missing data variables tend to be underestimated, along with any parameter affected by variances (e.g., 

regression coefficients).  

The EM (Expectation-Maximization) method assumes a distribution for the partially missing data and bases 

inferences on the likelihood under that distribution [36].  

Each iteration consists of an E step and an M step. The E step finds the conditional expectation of the 

“missing” data, given the observed values and current estimates of the parameters.  

These expectations are then substituted for the “missing” data. In the M step, maximum likelihood estimates 

of the parameters are computed as though the missing data had been filled in. 

 

II. MATERIALS AND METHODS 

The Likert scale is a popular psychometric scale implemented for measuring attitudes, opinions, and 

perceptions on many topics [37].  

On a 5-point Likert scale, respondents are typically asked to indicate their level of agreement or 

disagreement with a statement, with the following options:  

1. Strongly disagree  

2. Disagree  

3. Neither agree nor disagree (or neutral)  

4. Agree 5. Strongly agree  

This scale allows respondents to express their opinions along a continuum from strong disagreement to 

strong agreement, providing researchers with ordinal data that can be analyzed quantitatively.  
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It's a versatile tool used in various fields such as psychology, sociology, market research, and more. The 

survey contains 13 questions about tourism services in Albania during the tourist season, June–October 

2023. All 146 forms were filled with answers, out of 180, Table 1.  

 

Table 1. Evaluation form with 13 questions

 

 

 

 

 

 

 

 

 

 

 

 

III. RESULTS 

The SPSS software is implemented to calculate univariate Statistics, table 2. The Little’ test of MCAR is 

conducted with EM means. The result is p= Sig. = .119> .05, meaning that the missing data are MCAR, 

(Missing Completely at Random), table 3.    

The means of survey’s variables are included in the interval of values (3.44; 4.02) which is interpreted as 

“agree.", table 4. This level of satisfaction for all the variables means that generally, tourists are content 

with the services.  

Table 2. Survey’s data Statistics, with SPSS

Univariate Statistics 

 N Mean Std. Deviation 

Missing No. of Extremes a 

Count Percent Low High 

Accommodation 137 3.67 .823 9 6.2 1 0 

Information 139 3.69 .849 7 4.8 0 0 

Destination 139 3.94 .778 7 4.8 0 0 

Cuisine 138 3.76 .882 8 5.5 0 0 

Heritage 140 3.83 .725 6 4.1 0 0 

Safety 139 3.90 .741 7 4.8 0 0 

Cost 141 3.55 .814 5 3.4 3 0 

Quality 136 3.75 .696 10 6.8 0 0 

Value 140 3.65 .879 6 4.1 0 0 

Overall 141 3.80 .852 5 3.4 2 0 

Attraction 140 3.65 .821 6 4.1 0 0 

Atmosphere 139 4.02 .746 7 4.8 3 0 

Transportation 137 3.44 .812 9 6.2 1 0 

a. Number of cases outside the range (Q1 - 1.5*IQR, Q3 + 1.5*IQR). 

 

 

Nr. Questions to evaluate 1 2 3 4 5 

1 Tourist attractions are well-maintained.      

2 The local people are friendly and welcoming.      

3 The transportation are convenient and reliable.      

4 The accommodations meet my expectations.      

5 The information provided is accurate and useful:      

6 The natural beauty of this destination is appealing.      

7 The local cuisine and dining options are enjoyable.      

8 The cultural and historical heritage are interesting.      

9 The overall safety and security are satisfactory.      

10 The cost of tourism activities and services is reasonable.      

11 The variety and quality of available activities and attractions are satisfactory.       

12 The overall value for money of the tourism services is satisfactory:       

13 My overall satisfaction with the tourism services during is satisfactory:      
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Table 3. Little’s test of MCAR 

                  

 

 

 

 
Table 4. Interval of mean values and interpretation 

 

 

 

 

 

 

 

By default, the SPSS software listwise deletion reduces the partial cases (with missing data) to 111 from a 

total of 146, or 24% of all the cases, which is a considerable amount, table 5.  

Such a large percentage may be a good reason to search suitable methods of data imputation. The overall 

missing data (%) and the pattern of missing data are shown in figures 4 and 5.  

The Cronbach's Alpha, which is a measure of internal consistency, is calculated as CA =.801 which is 

interpreted as “very good”, table 6.  

The data imputation is implemented with the EM (Expectation-Maximization) method), the results of 

EM calculation are different from the listwise results, table 7. 

 
Table 5. listwise deletion (%) 

 

 

 

 

 

 

 

 

 

 

 

 
Table 6. Cronbach’s test of consistency 

 

 

 

Mean value  Interpretation  

1.00- 1.8 Strongly disagree (SD) 

1.81- 2.6 Disagree               (D) 

2.61- 3.4 Neutral                  (N) 

3.41- 4.2 Agree                    (A) 

4.21- 5.0 Strongly Agree     (SA) 

EM Meansa 

1 2 3 4 5 6 7 8 9 10 11 12 13 

3.6403 3.6864 3.9486 3.7702 3.8413 3.8997 3.5535 3.7414 3.6566 3.8146 3.6563 4.0152 3.4380 

a. Little's MCAR test: Chi-Square = 256.561, DF = 231, Sig. = .119 

Case Processing Summary  

 N % 

Cases Valid 111 76.0 

Excluded a 35 24.0 

Total 146 100.0 

a. Listwise deletion based on all variables in 

the procedure. 

Reliability Statistics 

Cronbach's 

Alpha 

 

 

Cronbach's Alpha Based 

on Standardized Items 

 

 

N of Items 

 

 

.799 .801 13 
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Fig. 4. Overall summary of missing data (%) 

 

 

 

 
Fig. 5. Pattern of missing data 

 

 

 
Table 7. Listwise, pairwise, EM and Regression  estimated means 

 

Summary of Estimated Means 

 1 2 3 4 5 6 7 8 9 10 11 12 13 

Listwise 3.72 3.74 3.97 3.80 3.85 3.90 3.59 3.77 3.75 3.83 3.78 3.99 3.48 

All Values 3.67 3.69 3.94 3.77 3.84 3.91 3.55 3.75 3.66 3.81 3.65 4.02 3.45 

EM 3.64 3.69 3.95 3.77 3.84 3.90 3.55 3.74 3.66 3.81 3.66 4.02 3.44 

Regression  3.68 3.67 3.95 3.77 3.86 3.91 3.56 3.75 3.66 3.82 3.67 4.02 3.42 

 

 

IV. CONCLUSİON 

The questionnaire was created to evaluate the tourism services of several sites in Durres and Berat, two 

important touristic destinations with different characters.  

Durres and its regions are the main tourist destinations on the Albanian Adriatic coast. They are 

characterized by massive tourism for summer vacations by locals and foreigners. 

On the other hand, Berat is a cultural elite tourist destination throughout the year due to the archaeological-

cultural heritage inherited from more than 2000 years of history and tradition. The city has a great attraction 

for tourists interested in history: the ancient castle, the characteristic old neighborhoods, the Mediterranean 

cuisine, and the beautiful nature that surrounds it, with the high mountains in front, the green hills that 

surround it, and the river that runs through.  
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During the survey process, most of the forms were filled in properly; still, many forms were not filled in at 

all, several were found not suitable to consider, other forms were not filled in properly, and there were 

many forms with missing answers. Forms were distributed to foreign tourists for their voluntary 

cooperation.  

We estimate that there are no questions that require any information that could create uncertainty or 

avoidance of answers. We believe that the missing values were completely accidental and have nothing to 

do with answers, so they are generally MCAR. 

The process produced much missing data, and for that reason, an analysis of the missing problem was 

implemented and data imputation methods were evaluated.  

Generally, missing data in surveys can arise from a multitude of factors and pose significant challenges for 

researchers. Its implications extend beyond mere data incompleteness, impacting the validity, reliability, 

and generalizability of research findings. Missing data in surveys remains a complex challenge, but with 

careful planning, appropriate strategies, and ongoing advancements in statistical methods, researchers can 

navigate this labyrinth and obtain reliable and insightful findings from their surveys.  

The simplest way to fill in the missing data is to eliminate all the incomplete cases. This method is included 

in most statistical programs, such as SPSS, R, etc. However, in cases where the missing data are MAR or 

NMAR, or their percentage is more than 10%, this method will cause biased results.  

Several techniques and methods are implemented for missing data imputation, such as mean substitutions, 

median substitutions, linear regression, the mean of unknown points, Considering the EM probability 

imputation method as the most reliable for estimating missing data, the result shows that other methods 

produce different values, which may have a significant impact on the estimation of oil and gas reserves for 

the three valuation scenarios. 
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