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Abstract – The widespread adoption of artificial intelligence (AI) in various domains, including medicine, 

has prompted extensive research into its diagnostic capabilities. This study conducts a comparative 

analysis of three prominent AI models – ChatGPT-3.5, Microsoft Copilot, and Google Gemini – to 

evaluate their performance in medical diagnosis. Clinical vignettes from Texas Tech University Health 

Sciences Center were utilized to assess the accuracy and precision of the AI models in diagnosing internal 

medicine cases. Results indicate that ChatGPT-3.5 achieved the highest accuracy rate, correctly 

diagnosing 70.59% of cases, outperforming Google Gemini and Microsoft Copilot. While all models 

demonstrated the potential to assist in diagnosis, variations in approach and performance were observed. 

ChatGPT-3.5 provided concise answers without explicitly stating its lack of medical expertise, while 

Google Gemini and Microsoft Copilot acknowledged their limitations but offered more detailed 

explanations and recommendations. Statistical analysis, conducted using the chi-square test for 

independence revealed significant differences in diagnostic capabilities among the AI models, 

emphasizing the importance of careful selection in clinical decision-making. This study contributes 

valuable insights into the application of AI in medical diagnosis and underscores the need for continued 

refinement of AI models to enhance diagnostic accuracy and support healthcare professionals in 

delivering optimal patient care. 
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I. INTRODUCTION 

The opening of artificial intelligence (AI) to mass use in early 2023 has raised fundamental questions 

about its application across various human activities. Numerous studies have since been initiated, as many 

of them are related to the use of AI in various fields of medicine, exploring its potential in assessments 

and analyses in the health system [1], [2], prevention, screening, prediction of the development of 

diseases and their treatment, drug development, etc. [3]–[8]. Specialists, including doctors and researchers 

from various healthcare sectors, are actively engaged in this research. 
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AI has shown promise in medical diagnostics by expediting the diagnostic process and reducing the 

time required. It can also provide patients with information about their disease progression, potential drug 

interactions, side effects, and other pertinent concerns. Moreover, AI can assist in prescribing 

personalized regimens, diets, exercise routines, work schedules, and rest patterns, while monitoring 

adherence throughout the therapeutic process. 

Research in this area is particularly valuable for determining the validity and accuracy of AI diagnosis. 

This provoked our team in the present study to determine the diagnostic capabilities of three widely 

available AI models – ChatGPT-3.5, Microsoft Copilot, and Google Gemini. We selected these models 

because they are freely accessible and open for mass utilization, thus catering to a broad user base. While 

AI cannot supplant the role of healthcare professionals, it can significantly complement and streamline 

their work. 

II. MATERIALS AND METHOD 

A. Background 

In November 2022, ChatGPT, a "Generative Pre-trained Transformer" - language model with artificial 

intelligence developed by OpenAI was launched for free use. It started with the GPT electronic system 

with a transformer architecture, and a neural network, published in 2017 [9]. The first version, known as 

GPT-1, was introduced in June 2018. It demonstrated the efficiency when using different data sets and 

these models have been shown to be able to generate coherent and contextually appropriate user-

understandable text. Development was followed by GPT-2 in 2019, which handled 1.5 billion parameters, 

and then by GPT-3, officially released in June 2020, featuring 175 billion parameters. GPT-3 

demonstrates remarkable abilities in solving the tasks of understanding and generating natural language 

text [10]. Since then, it has been continuously updated and improved. Today, everyone can use the free 

model ChatGPT-3.5, which is accessed through an account, or ChatGPT-4 for a fee. 

Google Gemini is a family of large language models (LLM) developed by Google DeepMind, open-

sourced in December 2023. Gemini models can understand and process information from various 

modalities, including text, code, images, audio, and video [11], and are accessible through a Google 

account. 

Microsoft Copilot is an AI-based productivity tool launched in 2021 that integrates with popular 

Microsoft 365 apps like Word, Excel, PowerPoint, Outlook, and Teams. Copilot uses advanced language 

models to provide intelligent suggestions and help. It works with data from Microsoft Graph, improving 

the user experience in various applications. [12].  

Artificial intelligence has found various applications in the daily lives of many people, from daily 

entertainment to carrying out various professional activities and consulting. Many studies show its 

potential application in the medical field as well – training of medical students in various specialties, 

patient charting, diagnostics and consultations related to the treatment of patients, tracking the stages of 

treatment, etc. [13]. The use of AI in making diagnoses has made a significant contribution. It makes it 

possible to track the degree of accuracy and reliability of various AIs and the possibility of their use in 

medical practice by both doctors and patients. These tools can analyze and understand people's conditions 

and offer clinical solutions [14], [15]. 

B. Meta-analysis 

We began the present study with a meta-analysis of the published literature related to AI medical  

diagnosis following the guidelines for meta-analyses (PRISMA). For this purpose, we used data from 

Scopus, PubMed, and Web of Science for the period until February 1, 2024. The study started with the 

keyword “AI”. Due to a large number of articles over 1,000,000, we limited it to the keyword “medicine”. 

The volume of articles turned out to be too much again. In them, there are various medical studies, a large 

part of which is in the field of education of various medical professionals and students. One of the objects 

of our research is ChatGPT and its possibilities for making medical diagnoses. This gave us the reason to 

use the expression “ChatGPT made medical diagnosis”. After this limit, we set aside 260 titles for 

consideration. Due to unpublished summaries and different types of diagnostics, some were dropped and 
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our result decreased to 213. After examining the summaries, we discovered that not all of them were 

related to the study of ChatGPT's capabilities in medical diagnoses. Thus, more titles were dropped and 

we limited ourselves to examining 52 full-text articles related to the evaluation of the diagnostic abilities 

of this artificial intelligence. A map  (Fig. 1), visualizing them, was made with VOSviewer_1.6.20_exe. A 

keyword search was conducted for Microsoft Copilot and Google Gemini, but no results were found in 

the specified databases. 

 

 

 

Fig. 1 Mapping of the scientific articles that appeared with keywords “ChatGPT made medical diagnosis” in Scopus, PubMed, 

and Web of Science for the period until 01.02.2024. 

C. Purpose of the study 

The purpose of the present study is to conduct a comparative analysis of the results of a test study of the 

medical diagnosis abilities of the three artificial intelligences ChatGPT-3.5, Microsoft Copilot, and 

Google Gemini. In other words, the aim was to evaluate the performance of the AI models for the given 

diagnoses and to compare the results in terms of the accuracy and precision of the answers. We utilized 

34 clinical vignettes with varying difficulty levels as inputs, asking the AI to determine the most likely 

diagnosis.  

D. Data Source and Workflow 

The prompts for the AIs were sourced from Texas Tech University Health Sciences Center (TTUHSC), 

comprising 101 clinical vignettes encompassing various medical inquiries within the realm of Internal 

Medicine [16]. These vignettes engage readers to discern answers, articulate reasoning, and apply medical 

expertise across different stages of the diagnostic process. Ranging from inquiries about the most likely 

diagnosis to recommendations for management strategies, these questions prompt readers to evaluate 

patient observations, suggest pertinent laboratory tests, and consider optimal treatment options, including 

antibiotic choices. To assess and compare the performance of the AIs in determining the correct diagnosis 

based on the provided clinical symptoms and the results from functional and blood tests, we narrowed 

down our focus to 34 clinical vignettes where a specific diagnosis is requested, with the corresponding 

correct answer provided in the answer sheet.  

The process of creating inputs for the AIs involved the direct transfer of clinical vignettes from 

TTUHSC into the AI models, adhering strictly to their sequential order. Each clinical scenario was 

introduced into a fresh chat session to maintain the integrity of the analysis, ensuring that prior cases did 

not influence the outcomes. This approach aimed to isolate each clinical vignette, allowing the AI models 

to evaluate and respond to the presented medical challenges independently. The same question was asked 

in all cases: “What is the most likely diagnosis?”. 

To comprehensively account for response variation and enhance the reliability of the AI assessments, 

each clinical vignette underwent a testing protocol. Specifically, the same clinical scenario was subjected 
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to three consecutive tests conducted in a distinct chat session. Importantly, no modifications were made to 

the text between these testing sessions, preserving the consistency and integrity of the experimental setup. 

This process not only provided insights into the performance of the AI models but also served to validate 

their diagnostic capabilities across multiple iterations of analysis. 

Finally, the chi-square test for independence was conducted in R (version 4.3.2; 2023 The R 

Foundation for Statistical Computing), using the chisq.test() function to determine if there is a significant 

association between the AI model used and the distribution of responses. This test helped us assess 

whether there are significant differences in the performance of the AI models in terms of medical 

diagnosis capabilities. 

III. RESULTS 

Overall, ChatGPT accurately diagnosed 24 out of 34 clinical vignettes, achieving an accuracy rate of 

70.59%. This performance surpassed that of other AI models; Google Gemini achieved 21 correct 

diagnoses out of 34, resulting in an accuracy rate of 61.76%, while Microsoft Copilot trailed behind with 

only 12 correct diagnoses out of 34, yielding an accuracy rate of 35.29% (Fig. 2). Google Gemini 

typically generates three answer variants, referred to as drafts. Through observation, we noted instances 

where the correct diagnosis appeared in one draft while the remaining two provided incorrect diagnoses 

or none at all. Consequently, we classified an answer as correct and reflected it to the accuracy rate if the 

appropriate diagnosis appeared in at least one draft or among the potential diagnoses listed in a 

differential diagnosis. 

 

Fig. 2 Accuracy rates (%) of ChatGPT-3.5, Google Gemini (overall of three drafts), and Microsoft Copilot in determining the 

correct diagnosis out of 34 clinical vignettes 

In addition to comparing accuracy rates, we categorized the responses received from the AI models into 

four distinct groups: Correct, Partially Correct, Wrong, and No Answer. This classification was devised to 

account for instances where the AI generated a differential diagnosis (listing multiple potential diagnoses 

instead of a definitive one) or declined to assist, citing its lack of expertise as a chatbot. Accordingly, we 

classified a response as Correct when it exclusively contained the accurate diagnosis, while Partially 

Correct encompassed scenarios where the correct diagnosis was present within a differential diagnosis. 

Responses were labeled as Wrong if they provided an incorrect diagnosis or a differential diagnosis 

lacking the correct one. Finally, responses that received no diagnosis were categorized as No Answer 

(Fig. 3).  

ChatGPT-3.5 did not generate a differential diagnosis unless directly prompted and provided a 

diagnosis for all 34 clinical vignettes. In contrast to other AI models, it did not explicitly state that it is not 

a medical specialist. Instead, it solely focused on the specific question asked, providing its reasoning 

behind the choice briefly and without offering additional recommendations. Overall, the generated 

answers were shorter than those generated by the other two AI models in most of the cases. 

In most cases, Google Gemini stated that it was not a medical expert and thus refused to assist us, 

directing us to a medical specialist. However, when a medical diagnosis was provided, it clearly 

explained the reasoning behind the decision, highlighting the presenting complaints and the test results of 



International Journal of Advanced Natural Sciences and Engineering Researches 

 

106 
 

the hypothetical patient. Moreover, in many cases, it provided additional treatment recommendations and 

pointers on how to verify the diagnosis. However, most of the answers provided by the three drafts were 

counted as Partially Correct since the correct diagnosis was part of a differential diagnosis.  

 

Fig. 3 Performance distribution of ChatGPT-3.5, Google Gemini (each of the three drafts presented separately)), and Microsoft 

Copilot, showing absolute frequencies (upper figure) and relative frequencies in percentages (lower figure) 

Microsoft Copilot, which trails behind in overall accuracy, also underlined in most cases that it is not a 

medical specialist and stressed the necessity of consulting a real healthcare professional. However, like 

ChatGPT-3.5 in all cases, it provided a diagnosis and explained the reasoning behind the choice clearly. 

In some cases, similar to Google Gemini, it provided additional information about management strategies 

and methods for verifying the diagnosis. Unlike the other AI models, it also included hyperlinks where 

users could read more about the discussed issues. 

The results of the chi-square test (Table 1) revealed a significant association between the choice of AI 

model and the distribution of responses in diagnosing medical conditions (χ² = 68.16, df = 12, p < 0.001). 

This indicates that the performance of the AI models (ChatGPT-3.5, Google Gemini Draft 1, Google 

Gemini Draft 2, Google Gemini Draft 3, and Microsoft Copilot) varied significantly in providing accurate 

diagnoses across a set of clinical vignettes. With a p-value of 7.064e-10, well below the conventional 

significance level of 0.05, we reject the null hypothesis, suggesting that there are notable differences in 

their diagnostic capabilities. These findings underscore the importance of careful evaluation and selection 

when incorporating AI models into medical decision-making processes, as certain models may 

outperform others in providing accurate diagnoses. 

 

 

 

 

 

 

 

 



International Journal of Advanced Natural Sciences and Engineering Researches 

 

107 
 

Table 1. The results of the chi-squared test of independence, indicating a significant difference between the diagnostic 

capabilities of the AI models 

 X-squared df p-value 

Pearson's Chi-

squared test 68.16 12 7.06E-10 

 

To compare the diagnostic performance of Google Gemini Draft 1, Google Gemini Draft 2, and Google 

Gemini Draft 3 pairwise chi-square tests were conducted. The rationale behind this analysis was to 

discern any potential improvements or variations in diagnostic accuracy across the iterations of the 

Google Gemini. However, the results revealed adjusted p-values of 1 for all three comparisons, indicating 

that none of the pairwise differences reached statistical significance after adjusting for multiple 

comparisons using the Bonferroni correction. In other words, we fail to reject the null hypothesis for all 

three pairwise comparisons. This suggests that there is insufficient evidence to conclude that there are 

significant differences in diagnostic performance between Google Gemini Draft 1, Google Gemini Draft 

2, and Google Gemini Draft 3 based on the given data. 

Additionally, we conducted a post-hoc analysis to compare the diagnostic performance of two 

prominent AI models, ChatGPT-3.5 and Google Gemini By applying a chi-square test with Bonferroni 

correction, we aimed to determine whether there were significant differences in the proportions of correct 

diagnoses generated by ChatGPT-3.5 and Google Gemini AI models. The results revealed a statistically 

significant disparity (χ² = 8.3251, df = 1, p-value = 0.00391), indicating that ChatGPT-3.5 exhibited 

superior diagnostic accuracy compared to Google Gemini.  

IV. DISCUSSION 

The study is unique in that it is the first to evaluate the diagnostic capabilities of Microsoft Copilot and 

Google Gemini, as the findings of this study shed light on the diagnostic capabilities of three prominent 

AI models in the realm of medical diagnosis. Notably, ChatGPT-3.5 demonstrated the highest accuracy 

rate among the three models, correctly diagnosing 70.59% of the clinical vignettes. This performance 

surpasses that of Google Gemini and Microsoft Copilot, indicating its potential as a valuable tool in 

supporting medical professionals in diagnostic processes. 

One significant observation is the difference in approach among the AI models. ChatGPT-3.5, while not 

explicitly stating its lack of medical expertise, focused solely on answering the specific question posed, 

without providing additional information or recommendations. In contrast, both Google Gemini and 

Microsoft Copilot acknowledged their limitations as non-medical specialists but offered more detailed 

explanations, additional treatment recommendations, and methods for verifying diagnoses. 

The results of the chi-square test underscore the significant differences in diagnostic capabilities among 

the AI models. This highlights the importance of careful consideration when selecting AI tools for 

medical decision-making processes. Healthcare professionals must weigh factors such as accuracy, 

comprehensiveness, and user-friendliness when integrating AI into clinical practice. 

V. CONCLUSION 

In conclusion, this study contributes to the growing body of research exploring the application of AI in 

medical diagnosis. The findings highlight the promising diagnostic capabilities of ChatGPT-3.5, 

Microsoft Copilot, and Google Gemini, with ChatGPT-3.5 demonstrating the highest accuracy rate 

among the three models. Future research should focus on further refining AI models to enhance 

diagnostic accuracy and reliability. Additionally, investigating the impact of AI integration on clinical 

decision-making processes and patient outcomes would provide valuable insights into the real-world 

application of AI in healthcare settings. Overall, the continued advancement and evaluation of AI 

technologies hold promise for improving diagnostic processes and ultimately enhancing patient care. 
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