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Abstract: The study used a multiple linear regression model to model the demand for shared bicycles and 

related factors in Seoul for the year 2020. Data analysis was performed to find out the influencing factors 

that affect the demand for shared bicycles in Seoul. Correlation analysis was carried out to check the 

relationship between all variables and identify the multicollinearity problem in the data. After fitting 

multiple linear regression, it was found that the demand for shared bicycles in Seoul was significantly 

affected by hour of the day, temperature, humidity, visibility, solar radiation and rainfall. Among these 

variables, it was found out that solar radiation is the most important factor. 
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I. INTRODUCTION 
 

The bicycle sharing system allows users to make a one way bicycle trip within a short distance. The 

original bicycle sharing system began in Europe in the 1960s, but the concept was not popularized globally 

until the mid-2000s. Nowadays, the system is very intuitive among cities, and it is easy for users to 

understand even first time user. Usually these systems are operated through automatic kiosks to save 

manpower and reduce user waiting time. When a person rides a shared bicycle to a small town, the bicycle 

system may be cheaper than renting a car or using public transportation. Furthermore, bicycle sharing 

system helps in reducing air pollution because the use of bicycles will reduce the use of motor vehicles and 

hence reduce emissions of pollutants to the air [1-3]. 

LinkBike was launched in 2016 and was the first bicycle sharing system in Malaysia. Currently, there 

are 250 LinkBike bicycles and 25 stations in George Town, Penang, Malaysia. LinkBike uses two electronic 

payment methods - smart cards and mobile phone applications. The mobile phone app is designed as a QR 

code scanner with a GPS based device that can display the nearby location of LinkBike. The number of 

bicycles available at any specific location in real time is updated by this app. The LinkBike's smart card 

can be topped up by using credit card or pay cash at the LinkBike office. Each LinkBike bicycle is equipped 

with a light emitting diode. LinkBike bicycle will light up the front and rear of the bicycle once movement 

is detected in order to improve the visibility and safety of night riders [4, 5].  
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Multiple linear regression is a statistical method that uses a few independent variables to predict the 

outcome of a dependent variable. As multiple linear regression contains more than one explanatory variable, 

it is the extension of ordinary least-squares regression. The linear relationship between the explanatory 

variables and response variable is modeled by multiple linear regression [6-9]. Rule-based regression 

prediction model was applied to predict the demand for bicycle sharing. Cubist was categorized as rule-

based learning, an advanced empirical modelling approach to improve the performance of existing learning 

algorithms. The study showed that cubist algorithm could be used as an effective tool for bike sharing 

demand forecasting. An analysis of the importance of variables was carried out to reveal the hidden 

relationships between the variables [10]. Regression model with spatially varying coefficients had been 

constructed in examining land use, social demographics and transportation influence for the need of 

designing bicycle sharing services in different locations [11]. 

Spatial analysis by analytical hierarchy process and spatial multi criteria analysis was used to find the 

best place for siting shared bicycle station. According to the analysis, the heart of the city of Yogyakarta 

and its surroundings was the most suitable place for a bicycle sharing station [12]. Dynamic bicycle sharing 

design model was created with demand forecasting and optimization scheduling. This study proposed a 

method to solve the model based on Nicked Pareto Genetic Algorithm and was confirmed by a clinical 

study. After the scheduled optimization was improved, the waiting, transfer, and departure behavior of users 

when they cannot borrow a bicycle was greatly reduced. The results showed that a dynamic and logical 

schedule could effectively improve resource allocation and improve system service level [13]. Furthermore, 

K-means clustering has been proven as a clustering algorithm for rebalancing bicycle sharing patterns. The 

research proposed a new comprehensive methodology for dynamic bicycle redistribution, starting with 

forecasting the number and position of bicycle in the area of operation of the system and ending with a 

system to support relocation decisions [14, 15]. 
 

II. MATERIAL AND METHOD 
 

In this study, data of Seoul Bike Sharing Demand for the year 2020 was used. It was obtained from the 

UCI datasets. The dependent variable, 𝑌 was the total count of bicycles rented. The independent variables 

were 𝑥1, hour of the day, 𝑥2, temperature (Celsius), 𝑥3, humidity (%), 𝑥4, windspeed (m/s), 𝑥5, visibility 

(10m), 𝑥6, dew point temperature (Celsius), 𝑥7, solar radiation (MJ/m2), 𝑥8, rainfall (mm) and  𝑥9, snowfall 

(cm). 

 The estimated multiple linear regression model is: 

𝑌̂ = 𝛽̂0 + 𝛽̂1𝑥1 + 𝛽̂2𝑥2 + ⋯ + 𝛽̂𝑘𝑥𝑘 

where 𝑌̂ = dependent variable, 𝑥𝑗 = independent variables, 𝛽̂0 = 𝑌-intercept (constant term), 𝛽̂𝑗 = slope 

coefficients for each independent variable, 𝑗 = 1,2, ⋯ , 𝑘.  

Once the model is built, a testing on the significance of the partial regression coefficients will be 

performed. The purpose of the test is to check whether there exist predictor variables which do not 

contribute significantly to the model. If yes, then the particular predictor variable can be omitted from the 

model in order to form the reduced regression model. The hypothesis testing is set as follow with null and 

alternative hypothesis: 

𝐻0: 𝛽𝑗 =  0 

𝐻1: 𝛽𝑗 ≠ 0 

The test statistics is: 

𝑡 =
𝛽̂𝑗

𝑠𝑒(𝛽̂𝑗)
 ~ 𝑡𝑛−𝑘−1; Reject 𝐻0 when |𝑡0| > 𝑡𝛼

2
,𝑛−𝑘−1

 

where  

1. 𝑠𝑒(𝛽̂𝑗) is the standard error of 𝛽̂𝑗 

2. 𝑛 is the number of observations 

3. 𝑘 is the number of independent variables 
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If 𝐻0 is not rejected, this indicates that the regressor 𝑥𝑗 does not contribute significantly to the model, in 

other words, that particular regressor can be deleted from the model. 

When there are several independent variables in the model, the risk of having the problem of 

 multicollinearity between independent variables is always exists. In order to look for those highly 

correlated independent variables, a correlation matrix is being observed. The entries of the matrix should 

contain values between -1 and 1, the closer the entries’ values to 1 or -1, the higher the correlation between 

the variables. Besides, variance inflation factor (VIF) is also used to determine multicollinearity between 

variables. In R, VIF can be easily computed by using Dr. Fox’s CAR package, which gives the advanced 

utilities for regression modelling. In general, the VIF is computed based on a tolerance, c. The tolerance c 

is defined as c = 1 − R𝑗
2 where the R-squared value is obtained by regression the 𝑗𝑡ℎ predictor on the 

remaining predictors. Then the VIF is computed as VIF =
1

c
 . VIF equal to 1 implies that single independent 

variable is not correlated with other variables. The higher the value of VIF, the larger the correlation of the 

variable with other variables. VIF value of 10 or more implies very large correlation. 

III. RESULTS AND DİSCUSSİON 
 

This study used 9 independent variables with 8760 observations. The dependent variable was the total 

count of bicycles rented. The independent variables were assumed to have effect on dependent variable. 

Table 1 showed the correlation matrix between independent variables. Based on Table 1, there was very 

strong positive correlation between 𝑥2 and 𝑥6 since the value was very close to +1. This fact indicated 

potentially to have multicollinearity problems in the data. 
 

Table 1. Correlation matrix between independent variables 
 Variable 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7 𝑥8 𝑥9 

𝑥1 Hour of the day 1         

𝑥2 Temperature (°C) 0.124 1        

𝑥3 Humidity (%) -0.241 0.159 1       

𝑥4 Wind speed (m/s) 0.285 -0.036 -0.337 1      

𝑥5 Visibility (10m) 0.099 0.035 -0.543 0.172 1     

𝑥6 Dew point temperature (°C) 0.003 0.913 0.537 -0.176 -0.177 1    

𝑥7 Solar radiation (MJ/m2) 0.145 0.354 -0.462 0.332 0.150 0.094 1   

𝑥8 Rainfall (mm) 0.009 0.050 0.236 -0.020 -0.168 0.126 -0.074 1  

𝑥9 Snowfall (cm) -0.022 -0.218 0.108 -0.004 -0.122 -0.151 -0.072 0.009 1 

 

Table 2 showed estimated regression coefficients for the Seoul Bike Sharing Demand dataset using full 

model of multiple linear regression. The VIF values for each independent variable were shown in the last 

column of Table 2. The presence of multicollinearity in the model was confirmed because of high values 

of VIF (more than 10) in variables 𝑥2, 𝑥3 and 𝑥6. The variables 𝑥2, 𝑥3 and 𝑥6 perhaps causing redundant 

consequences to the response variable. As variable 𝑥6 (Dew point temperature) showed the highest VIF 

value (115.69) among these 3 variables, variable 𝑥6 will be excluded from the model. Table 3 displayed the 

result of regression analysis when variable 𝑥6 was excluded. The performance was improved in term of low 

values of VIF (less than 3), reflected multicollinearity problem was solved. 
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Table 2. Full model of the Seoul Bike Sharing Demand dataset 

Variable 
Parameter 
estimate DF 

Standard 
error t value p value VIF 

Intercept 548.85 1 100.05 5.49 4.23E-08 0 
𝑥1 Hour of the day 27.32 1 0.79 34.64 1.5E-246 1.18 
𝑥2 Temperature (°C) 26.58 1 3.92 6.78 1.28E-11 87.11 
𝑥3 Humidity (%) -8.81 1 1.11 -7.93 2.56E-15 20.36 
𝑥4 Wind speed (m/s) 6.92 1 5.47 1.27 0.205662 1.28 
𝑥5 Visibility (10m) 0.02 1 0.01 2.06 0.039275 1.57 
𝑥6 Dew point temperature (°C) 5.41 1 4.13 1.31 0.190206 115.69 
𝑥7 Solar radiation (MJ/m2) -79.34 1 8.21 -9.66 5.54E-22 2.02 
𝑥8 Rainfall (mm) -58.81 1 4.63 -12.70 1.27E-36 1.08 
𝑥9 Snowfall (cm) 21.08 1 12.02 1.75 0.079629 1.10 

 
Table 3. Reduced model of the Seoul Bike Sharing Demand dataset after removing 𝑥6 

Variable Parameter estimate DF Standard error t value p value VIF 
Intercept 426.94 1 36.75 11.62 5.66E-31 0 
𝑥1 Hour of the day 27.27 1 0.79 34.62 3.4E-246 1.18 
𝑥2 Temperature (°C) 31.67 1 0.54 59.16 0 1.62 
𝑥3 Humidity (%) -7.45 1 0.39 -18.99 7.9E-79 2.53 
𝑥4 Wind speed (m/s) 6.64 1 5.46 1.21 0.224641 1.27 
𝑥5 Visibility (10m) 0.02 1 0.01 2.18 0.029615 1.56 
𝑥7 Solar radiation (MJ/m2) -81.69 1 8.01 -10.20 2.85E-24 1.92 
𝑥8 Rainfall (mm) -59.49 1 4.60 -12.93 6.8E-38 1.07 
𝑥9 Snowfall (cm) 20.02 1 12.00 1.67 0.095256 1.09 

 

Backward elimination is the feature selection technique used for determining independent variables that 

significantly contributing the total count of bicycles rented. According to this technique, independent 

variable with highest p value will be removed from the model. From the Table 3, among all the 8 

independent variables, variable 𝑥4 (wind speed) had the highest p value of 0.224641, so this variable was 

withdrawn from the model. The backward elimination process was continued until all the variables had p 

value less than the specified alpha. The model was finalised when no more variables could be excluded 

from the model. Table 4 displayed the final reduced model of the Seoul Bike Sharing Demand dataset. 

 
Table 4. Final reduced model of the Seoul Bike Sharing Demand dataset after removing all insignificant independent variables 

Variable Parameter estimate DF Standard error t value p value VIF 
Intercept 433.38 1 35.97 12.05 3.56E-33 0 
𝑥1 Hour of the day 27.57 1 0.76 36.12 1.8E-266 1.11 
𝑥2 Temperature (°C) 31.35 1 0.51 61.22 0 1.49 
𝑥3 Humidity (%) -7.38 1 0.39 -19.05 2.4E-79 2.47 
𝑥5 Visibility (10m) 0.02 1 0.01 2.24 0.02538 1.55 
𝑥7 Solar radiation (MJ/m2) -77.85 1 7.71 -10.10 7.43E-24 1.78 
𝑥8 Rainfall (mm) -59.43 1 4.60 -12.93 6.78E-38 1.07 

 

In the final reduced model, it was observed that variables which were significantly contributing the total 

count of bicycles rented, namely 𝑥1 (hour of the day), 𝑥2 (temperature), 𝑥3 (humidity), 𝑥5 (visibility), 𝑥7 

(solar radiation) and 𝑥8 (rainfall). The estimated regression equation of the total count of bicycles rented 

was written as: 

𝑦̂ = 433.38 + 27.57𝑥1 + 31.35𝑥2 − 7.38𝑥3 + 0.02𝑥5 − 77.85𝑥7 − 59.43𝑥8 

𝑥1, 𝑥2, 𝑥5 had positive effects while 𝑥3, 𝑥7, 𝑥8 had negative effects on the total count of bicycles rented. The 

negative effects of the 𝑥8 means that higher value of rainfall corresponds to lower value of the total count 

of bicycles rented. This information indicated that people in Seol tend not to rent bicycles when rainy. 

Furthermore, among all the independent variables which contributed significantly to the total count of 

bicycles rented, variable 𝑥7 which was solar radiation had the highest effect on the total count of bicycles 

rented. This explained that solar radiation had great influence on the total count of bicycles rented. 
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IV. CONCLUSION 
 

This study used multiple linear regression to model data of Bike Sharing Demand in Seoul. The analysis 

presented in this study revealed that hour of the day, temperature, humidity, visibility, solar radiation and 

rainfall are the major factors affect the total count of bicycles rented. The bicycle sharing system has the 

potential to overcome traffic jams, reduce carbon emissions, solve inadequate parking spaces, etc. The 

advantages of bicycle sharing system should be promoted to public to encourage more citizens to 

participate. The increase of utilisation of bicycle sharing will provide a healthy lifestyle for the users and 

offer an environmentally friendly mode of transport. 
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