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Abstract – Photographs of the object are used to create 3D models using photogrammetry. However, it is not 

always possible - especially for time or technical reasons - to obtain sufficient photographs. It is even often 

only possible to obtain photographs for the creation of partial 3D models. In such cases, the use of video 

seems to be a suitable solution. Instead of lengthy photography, we create a short video and get the 

appropriate number of photo frames by separating them from the video. In our paper, we focus on the 

description of the characterization parameters of the 3D models, created by gradually reducing the photo 

frames that we obtained from the video. The parameters describing the quality of a 3D model are generally 

accepted and known. We have chosen a few basic parameters that we observe, such as The median of 

keypoints per image, Number of 2D Keypoint Observations for Bundle Block Adjustment and so on. 
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I. INTRODUCTION 

If we mention the creation of 3D models using photogrammetry, we often imagine the protection of 

cultural heritage. Yes, it is one of the typical areas of its use. But sometimes we don't have the possibility 

to create a complete 3D model, so the solution is to create partial 3D models. Photogrammetric procedures, 

especially close-up photogrammetry, can also be used to create partial 3D models, not only in architecture 

or construction, but due to its applicability, it has also found its place in other sciences, even biology. [1][5-

7] 

3D models are characterized by many indicators. In principle, these indicators can be divided into two 

groups: subjective indicators and objective indicators, i.e. indicators of a statistical nature. Among the 

indicators of a statistical nature, we can mention a few of the following. First, we must mention Keypoints. 

Keypoints are characteristic points that can be detected in the images. They form the basis for the creation 

of 3D models and are also the starting point for Point Cloud. The parameter "Number of 2D Keypoint 

Observations for Bundle Block Adjustment" is The number of automatic tie points on all images that are 

used for the AAT/BBA. It corresponds to the number of all keypoints (characteristic points) that could be 

matched on at least two images. The parameter "Number of 3D Points for Bundle Block Adjustment" is 

The number of all 3D points that have been generated by matching 2D points on the images. "Mean 
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Reprojection Error [pixels]" is The average of the reprojection error in pixels. The next parameter can be 

"re-projected error". Each computed 3D point has initially been detected on the images (2D keypoint). On 

each image, the detected 2D keypoint has a specific position. When the computed 3D point is projected 

back to the images it has a re-projected position. The distance between the initial position and the re-

projected one gives the re-projection error. Often appears in cases of using GPS supported photos. [3-4] 

Models obtained by photogrammetry often contain realistic textures that are directly derived from the 

photographs, which is their great advantage, which is why we choose this method. Also, Photogrammetric 

3D models can achieve a high level of detail, allowing complex and detailed models to be created without 

the need to manually model every detail. Although the disadvantage is that creating a 3D model from 

photographs involves intensive computation, and processing can take a long time depending on the power 

of the computer and software, modern means are slowly eliminating this disadvantage as well.  

Photogrammetry is a method suitable for creating models of small objects, such as coins, to large sceneries, 

such as buildings or even entire landscapes. In the latter case, we cannot do without UAVs or aerial 

photographs, while small objects can be processed even in domestic conditions. This makes it possible to 

use photogrammetry also in the educational sphere, where it is also gaining its place. [8-11] 

II. MATERIALS AND METHOD 

The starting point for the creation of 3D models is the acquisition of photo images of the real object. 

Since photogrammetric software can also obtain the appropriate number of photo frames from video, we 

also used this possibility. We created a short video of a vertical formation on a tree. The method of obtaining 

the video is presented in Figure 1. We used a mobile phone Oppo Reno 5z which created a video with the 

following parameters: 

• Frame width/Frame height:  1920/1080 

• Datarate:   20177 kbps 

• Total bitrate:   20436 kbps 

• Frame rate:   29 frames/second 

• Video type:   MP4 

• Size:   122 MB 
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Fig. 1 Capturing a real formation on a tree trunk (top left) and the camera movement while capturing: top view (top right), 

front view (bottom left) and side view (bottom right). 

 

Then we create a series of 3D models from a decreasing number of photo frames. Specifically, from the 

number of 1472, 749, 501, 376, 301, 215, 188, 167, 151, 137, 126, 116, 108, 101, 94, 89, 79, 69, 61, 51, 

40, 30, 13 and 7. To create the 3D models, we use the photogrammetric software Pix4Dmapper Pro, 2.0.104 

- 64bit, with which we have achieved good results in the past and which has proved its worth, for example 

see [2]. For each 3D model we create, we collect descriptive parameters, namely: 

• Number of Calibrated Images.   

• The median of Keypoints per image.   

• The median of matches per calibrated image.   

• Number of 2D Keypoint Observations for Bundle Block Adjustment.   

• Number of 3D Points for Bundle Block Adjustment.  

• Mean Reprojection Error [pixels]. 

• Median, Min, Max and Mean for Number of 2D Keypoints per Image. 

• Median, Min, Max and Mean for Number of Matched 2D Keypoints per Image. 

• Number of 3D Densified Points 

 

We present the observed parameters in tabular form. For selected combinations of parameters we also create 

graphs.    
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III. RESULTS AND DISCUSSION 

 

Table 1. Parameters of 3D models obtained during the gradual frame reduction in the selection process from the source 

video. The calculated values are shown in thickly highlighted text and italics. The difference parameter is determined by 

subtracting the maximum and minimum values in the case of Number of 2D Keypoints per Image and Number of Matched 2D 

Keypoints per Image (Difference = Max – Min) 

 
 

In Table 1 we show the results of the observed parameters depending on the Number of calibrated Images. 

As we expected, the larger the number of keypoints per image and matches per calibrated image, the better 

the quality of the model. We can support this dependence by Figure 2, where we can clearly see that the 

group of parameters forming the quality models forms a cluster in one part of the graph. The blue points 



International Journal of Advanced Natural Sciences and Engineering Researches 

 

93 
 

represent the parameters of all the created 3D models, the red points represent the cluster of quality 3D 

models. It can be argued that the boundary is located between the 3D models created from 13 and 30 photo 

images.      
 

 
Fig. 2 Dependence between median of keypoints per image and median of matches per calibrated image 

 

Thus, the last two 3D models presented in the table are not of sufficient quality. On the contrary, they are 

of poor quality. Such a number of photos and the number of corresponding points on them is not sufficient. 

See Figure 3. 
 

   
30 images 13 images 7 images 

 
Fig. 3 3D models created from 7, 13 and 30 photo frames. 

 

The second group of monitored parameters was Number of 2D Keypoint Observations for Bundle Block 

Adjustment and Number of 3D Points for Bundle Block Adjustment. We show the dependence of these 

parameters on the Number of Calibrated Images in figure number 4. The gray color shows the values 

obtained by the difference of the mentioned parameters. All three parameters are characterized by a great 

similarity in terms of the waveform of the values. Nevertheless, we did not find any of the basic regressions 

that describe these waveforms with a sufficient R2 value to suit our needs. Specifically: 

• Number of 2D Keypoint Observations for Bundle Block Adjustment: 

o y = 8E+06e-0,214x   –   R² = 0,8757 

• Number of 3D Points for Bundle Block Adjustment: 

o y = 7E+06e-0,232x   –   R² = 0,8837 
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• Difference between Number of 2D Keypoint Observations and Number of 3D Points: 

o y = 2E+06e-0,174x   –   R² = 0,8355 

 
Fig. 4 Dependence between Number of 2D Keypoint Observations for Bundle Block Adjustment and Number of 3D Points for 

Bundle Block Adjustment 

 

Therefore, to confirm our conjecture regarding similarity, we used the dependence of the difference of these 

values and the Number of Calibrated Images. We report the result in Figure 5.  An almost linear dependence 

is visible. The small deviation is in turn only in the region of very low values, probably caused by poor 

quality 3D models.  
  

 
Fig. 5 Dependence between Difference Data (Difference between Number of 2D Keypoint Observations and Number of 3D 

Points) and Number of Calibrated Images. 
 

The median of keypoints per image parameter depending on the Number of Calibrated Images varies 

very little. We can see this in Table 1. Also, only poorer quality 3D models cause a more significant change.  
 

IV. CONCLUSION 
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When creating 3D models, we don't always have the option of creating complete models. Therefore, we 

depend on creating partial 3D models, where we only take into account the part of the object that interests 

us. In our paper, we have tried to describe the different parameters and their variations with respect to the 

number of photographs from which the 3D models were created. When combining the parameters, we also 

showed the structure of two well identifiable clusters. One cluster belonged to good quality 3D models and 

the other to poor quality 3D models. In general, we also confirmed the statement that the more photo frames 

from which a 3D model is created, the better the quality of the 3D model.  
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