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Abstract – With the rapid growth of technology, numerous new innovations appear in our life. One of these 

advancements is Industry 4.0, often known as the Fourth Industrial Revolution, which brings together the Internet 

of Things (IoT) and cyber-physical systems. IoT enables the transport of sensor data via the internet, allowing for 

data exchange and central control systems that do not require human participation. Smart Factories, which are 

equipped with automation technologies that allow for real-time monitoring and remote control, improve production 

efficiency by guaranteeing that development in each department is handled from a single location. The Smart 

Factory Management Information System is a computer-based information system that generates management 

reports by aggregating and summarizing transaction records obtained via sensors. This method improves energy 

efficiency in response to rising energy demand. It also gives responsible workers with quick access to information, 

cost savings, and system security. The primary goal of this study is to estimate temperature using humidity and 

pressure data. The BME680 sensor was used to make pressure and humidity-based temperature forecasts. 

Temperature predictions were made using Gaussian Process Regression, a machine learning methodology, based 

on sensor data, and it was discovered that this method produces more accurate predictions of actual values. The 

study demonstrates that a Smart Factory Management Information System loaded with Industry 4.0 innovations can 

make substantial contributions to enhancing energy efficiency, lowering costs, and maximizing efficiency. 
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I. INTRODUCTION 

Machine learning, a vital aspect of artificial intelligence, involves creating algorithms that enable 

computers to learn from data and make decisions based on that data. Unlike traditional programming that 

relies on explicit instructions, machine learning uses data-driven approaches that allow computers to 

autonomously improve their performance over time. The main goal is to develop models that learn from 

historical data, identify complex patterns, and solve new problems effectively. This capability is required 

in a variety of fields, including predictive analytics, natural language processing, and image recognition. 
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A key advantage of machine learning is the ability to quickly and accurately process and analyze large 

amounts of data, where traditional methods often fall short due to the complexity and volume of data [1]. 

Machine learning models, especially advanced models such as deep learning and reinforcement learning, 

are excellent at uncovering hidden patterns and insights by processing multiple layers of data. These 

models are trained on historical data to predict future outcomes or classify data points into different 

categories. Machine learning equips computers with the ability to learn from data and experience, similar 

to the human brain [2]. The key task is to design a reasonable model that learns from historical data to 

complete specific target tasks. A model that fails to fully learn from historical data is underfitting, while a 

model that overlearns noise information is overfitting [3]. 

Machine learning models are classified as traditional and advanced models. Traditional models include 

supervised, semi-supervised, and unsupervised learning, with supervised learning involving labeled data 

and unsupervised learning focusing on unlabeled data. Typical supervised models include neural 

networks, support vector machines, and regression algorithms. Unsupervised models include K-means 

clustering, principal component analysis, and self-encoding algorithms [4-5]. Advanced models such as 

deep learning and reinforcement learning include deep neural networks, convolutional neural networks, 

and Q-Learning models. 

This study investigates the application of machine learning to predict temperature based on humidity and 

pressure values. It is aimed to provide accurate temperature predictions from sensor data by using a 

BME680 sensor. This approach demonstrates the potential of machine learning in improving data analysis 

and prediction capabilities in a variety of industrial applications. 

II. MATERIALS AND METHOD 

 

This work introduces a regression model that predicts temperature from humidity and pressure variables, 

providing valuable scientific and practical information. The process for model development includes five 

key stages: 

A. Data Collection 

In this first stage, raw sensor data is systematically collected from the BME680 sensor over a period of 

time. The BME680 sensor is capable of measuring a variety of environmental parameters including 

temperature, humidity and pressure. Consistent and accurate data collection forms the basis for 

subsequent modeling stages. Data points are often recorded at regular intervals to capture variability in 

environmental conditions. This step ensures that sufficient data is available to create a reliable regression 

model. 

B. Data Pre-processing 

Once the raw data is collected, it goes through an extensive pre-processing phase to prepare it for 

modeling. This stage includes several important steps. First, anomalies or outliers that may reduce the 

performance of the model are cleared; This includes removing missing values, duplicates, and data 

inconsistencies. The data is then normalized to ensure that the different properties (humidity and pressure) 

are on a similar scale; because many machine learning algorithms perform better when input features are 

standardized. Finally, new features are created or existing features are modified to better represent 

underlying patterns in the dataset. This stage ensures that the data set is of high quality and suitable for 

training an accurate and reliable regression model. Raw data is cleaned, normalized and feature extracted 

before modelling. This phase ensures that the data is of high quality and consistent enough to train an 

appropriate model [6]. 

C. Seperation of Data into Training and Test Sets 

The pre-processed data is then divided into two subgroups: training and testing. This distinction is critical 

for evaluating model performance on previously unseen data [7]. The training set is used to train the 

regression model and contains enough examples for the model to learn. The test set is completely 

separated from the training process and is used for evaluation purposes only. This subset allows us to 
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evaluate how well the model generalizes to new, unseen data. This phase helps prevent overlearning, 

where the model performs well on training data but poorly on new data, and ensures that the model's 

performance metrics accurately reflect its true predictive capabilities. The dataset is divided into training 

and testing subsets to facilitate training and evaluation of models. 

D. Training and Optimization of the Model 

Many techniques have been used to create regression models. Gaussian Process Regression (GPR) 

technique was chosen as the most appropriate. GPR is a powerful nonparametric Bayesian approach well 

adapted for regression tasks. The model is trained using the training data set and learns the relationship 

between humidity, pressure and temperature. The hyperparameters of the model are fine-tuned to improve 

prediction accuracy. This involves systematically evaluating different sets of hyperparameters using 

techniques such as cross-validation and selecting the best-performing configuration. The goal of this 

phase is to develop a model that can accurately predict temperature based on humidity and pressure 

readings. [8]. 

E. Evaluation of the Model 

The final stage involves evaluating the trained model using the test data set. This step is critical to 

understanding the model's performance in real-world scenarios. The evaluation is done using several 

important metrics such as Mean Absolute Error (MAE) and Root Mean Square Error (RMSE). While 

MAE measures the average magnitude of errors between predicted and actual temperature values, RMSE 

gives greater weight to larger errors by taking the square root of the mean of the squares of the differences 

between predicted and actual values. These measurements allow us to comprehensively evaluate the 

accuracy and robustness of the model. The low MAE and RMSE indicate that the model is effective in 

predicting temperature based on humidity and pressure variables [9]. 

III. RESULTS 

Sensor data was collected at various points and in different time periods at Katip Çelebi University Smart 

Factory Systems Application and Research Center and in the garden. 1450 data collected were displayed 

on the interface and saved to Google Firebase Real-Time Database. Data in JSON format was converted 

to Excel format for machine learning applications. Details of the data are shown in Table 1. 

 

Table 1. Some of the data collected from temperature, humidity and pressure values 

Humidity Pressure Temperature 

23.744 1014.37 35.52 

23.918 1014.38 35.5 

24.013 1014.36 35.57 

22.696 1014.59 34.50 

22.48 1014.54 34.88 

21.92 1014.64 34.61 

21.758 1014.66 34.59 

23.845 1014.36 35.52 

23.872 1014.37 35.52 

23.877 1014.37 35.52 

21.75 1014,73 34.31 

23.885 1014.36 35.51 

25.902 1014.56 31.48 

21.685 1014.85 34.93 

 

Abnormal deviations in temperature and humidity values in the data set, which may be caused by sensor 

errors or environmental factors, are seen as extreme values and NaN values. During the data 
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preprocessing stage, these deviations are detected and replaced with the average value of the relevant 

column. This ensures the homogeneity of the data set. Additionally, by applying the normalization 

method, data values are reduced to the [0,1] range, thus ensuring that the model is trained in a more 

balanced and effective manner. This process reduces noise in the data set, ensures stable training of the 

model, and helps make more accurate predictions. In this project, the dataset is divided into 80% training, 

15% testing, and 5% validation. This project uses various machine learning methods to predict 

temperature from humidity and pressure values. In the data analysis and modeling stages, simple linear 

regression was used initially, followed by multiple linear regression methods. Models were then improved 

using more complex algorithms such as support vector machine (SVM), k-nearest neighbors (KNN), 

decision trees, and random forest. As a result, the predictions obtained by combining different algorithms 

and ensemble methods provide average results for temperature prediction from humidity and pressure 

values. Random forest is an ensemble learning method created by combining many decision trees. Each 

decision tree is trained on different subsets of the data set, and these trees are then combined to make 

predictions. According to the results obtained by the project with the random forest method, the MSE 

value was determined as 0.57917 and the R-square value was determined as 0.8037. 

 

 

Fig. 1 Result of Random Forest  

Figure 2 illustrates the R-square and MSE values for each regression type. These graphs show a visual 

comparison of the accuracy and error rates of each regression model. R-square values indicate the model's 

ability to explain data, whereas MSE values reveal the average inaccuracy in predictions. As a result, it 

will be easier to determine which regression model performs best, making the model selection process 

more efficient. 
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Fig. 2 Result of Algorithm Performance  

IV. DISCUSSION 

The emergence of Industry 4.0 integrates IoT, internet services and cyber-physical systems, enabling 

efficient data transfer and centralized control without human intervention. This work leverages sensor 

networks to develop intelligent systems that aim to increase convenience, reduce costs, and increase 

efficiency in both personal and industrial applications. Smart Factories, which exemplify this evolution, 

use advanced automation for real-time monitoring and remote control, optimizing production processes 

and resource allocation in terms of central management. This research focused on predicting temperature 

using pressure and humidity data from the BME680 sensor, and it was decided that the best application 

for accurate temperature prediction was the practical application of Gaussian Process Regression (GPR). 

GPR has proven effective in capturing complex data relationships and provides more accurate 

temperature estimates than traditional methods. This approach not only improves operational efficiency 

and energy management, but also highlights the potential of advanced machine learning in improving 

industrial processes compliant with Industry 4.0 standards. In summary, this study shows how smart 

systems can revolutionize industrial operations by leveraging IoT and predictive analytics. These systems 

improve data accuracy and predictive capabilities, paving the way for future innovations in smart factory 

technologies and promising continued advances in efficiency and adaptability across industrial sectors. 

V. CONCLUSION 

The rapid advancement of technology has ushered in a new era known as Industry 4.0 or the Fourth 

Industrial Revolution, which seamlessly integrates the Internet of Things (IoT), internet services and 

cyber-physical systems. IoT facilitates the transfer of sensor data over the internet, enabling data sharing 

and central control mechanisms without human intervention. This study aimed to benefit from these 

developments by developing an intelligent system using sensor networks. The main objectives were to 

provide significant convenience for both personal and business applications, reduce operational costs and 

increase overall efficiency. Smart Factories represent a significant evolution, especially in industrial 

production. These factories are equipped with advanced automation technologies that facilitate real-time 

monitoring and remote control, thereby increasing production efficiency. Smart Factories can optimize 

workflows and resource allocation by managing the development in each department from a single central 

point. The research attempts to predict temperature values based on pressure and humidity readings, 

specifically leveraging sensor data from the BME680 sensor. The application of Gaussian Process 

Regression has proven to be particularly effective, providing more accurate estimates of actual 

temperature values than other methods. As a result, this study has successfully developed a smart system 

compatible with Industry 4.0 standards. The system not only improves operational efficiency and energy 

management, but also integrates advanced machine learning techniques to increase data accuracy and 

predictive capabilities. The results of this research demonstrate the significant potential of smart systems 
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to transform industrial operations, providing a roadmap for future innovations in smart factory 

technologies. 
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