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Abstract – Large language models (LLMs) are revolutionizing healthcare by integrating advanced natural 

language processing and machine learning technologies. This proposal outlines a survey to explore LLMs’ 

roles in healthcare, focusing on their development, performance, practical applications, and challenges. The 

survey will examine how LLMs can enhance medical education, clinical decision-making, and manage 

complex medical data for personalized care. Additionally, it will assess LLMs’ impact on medical 

workflows, research, and diagnostics, addressing reliability, safety, and ethical considerations. This survey 

aims to provide insights into LLMs’ transformative potential and guide future research and innovation. 
 

Keywords – LLMs, NLP, Healthcare, Clinical decision-making, Medical education, Electronic health records, Medical imaging, 

Personalized care. 

I. INTRODUCTION 

Large Language Models (LLMs) such as GPT-4 signify a significant leap forward in artificial intelligence, 

particularly in the realm of natural language processing. These systems have the remarkable ability to learn, 

comprehend, and produce human language in intricate and nuanced manners, thereby paving the way for 

innovation across various industries, including healthcare. 

 Within the medical domain, LLMs hold immense transformative potential. They can sift through 

extensive medical literature, aid in clinical decision-making, manage patient records efficiently, and even 

contribute to medical training and education. Such capabilities hint at a future where LLMs could become 

pivotal in healthcare delivery, providing assistance to both healthcare professionals and patients alike.  

This article aims to accomplish two main objectives. Firstly, it aims to evaluate the current utilization of 

LLMs in healthcare, including their current applications, recent advancements, and the feedback from 

healthcare practitioners and patients regarding their experiences with these technologies. Secondly, it 

endeavors to delve into the future prospects of LLMs in the field of medicine, focusing on potential 

advancements, hurdles to overcome, and the ethical and practical considerations associated with the 

growing integration of LLMs into healthcare practices. In essence, this article aims to offer a comprehensive 

overview of both the present and future impact of Large Language Models on the healthcare sector. 
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II. STRATEGIES 

The incorporation of Large Language Models (LLMs) into the medical industry has ignited significant 

research attention. This section delineates the fundamental approaches employed in the development of 

medical LLMs and offers an overview of the broader development of LLMs. Typically, the development 

of medical LLMs revolves around three primary methods: starting from scratch with pre-training, refining 

pre-existing LLMs through fine-tuning, or employing direct prompts to tailor general LLMs for medical 

use (see Figure 1). 

 
Figure 1: Overview of LLM training process. 

A. Pre-training 

Pre-training of medical LLMs involves training on various medical texts, such as electronic health records 

(EHRs) [1], clinical notes [2], DNA sequences [3], and medical literature from sources like PubMed [5] 

and MIMIC-III [6]. Models like PubMedBERT [7] and ClinicalBERT [4] are developed through this 

method. Objectives during pre-training include masked language modeling and next sentence prediction, 

focusing on the medical domain. These models are then applied to downstream tasks like question 

answering (QA) [11] and named entity recognition (NER), which are essential for medical research and 

diagnostics. 

The pretrained medical LLMs are summarized in Table1. 
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Table 1: Overview of current medical-domain large lan- guage models, focusing on their development through pre-training, 

including the scale of their parameters, the datasets utilized, and their sources of data. 

 

B. Fine-tuning 

Given the high computational costs of training LLMs from scratch, fine-tuning existing models with 

medical data is a popular approach. Techniques like Supervised Fine-Tuning (SFT) and Instruction Fine-

Tuning (IFT) refine these models' understanding of medical contexts. Models such as DoctorGLM [14] 

have been fine-tuned using physician-patient dialogue, demonstrating improved medical task performance. 

Parameter-efficient methods like Low-Rank Adaptation (LoRA) reduce the computational demands of fine-

tuning, making it a cost-effective strategy for developing specialized medical LLMs.  

The fine-tuned medical LLMs are outlined in Table 2. 

Table 2: Overview of current medical-domain large lan- guage models, focusing on their development through fine- tuning, 

including the scale of their parameters, the datasets utilized, and their sources of data. 

Models Parameters Data Scale Data Source 

DoctorGLM [14] 6.2B 323MB dialogues CMD [48] 

ClinicalGPT [49] 7B 100k dialogues MedDialog [46] 

Qilin-Med [17] 7B 3GB ChiMed [17] 

ChatDoctor [15] 7B 110k dialogues iCliniq [50] 

BenTsao [16] 7B 8k instructions CMeKG-8K [51] 

MedAlpaca [16] 7B/13B 160k medical QA Medical Meadow [16] 

C. Prompting 

Prompting strategies, including zero-shot and chain-of-thought prompting, offer a way to align LLMs 

with medical tasks without extensive retraining or dataset curation. These methods prompt LLMs to 

Models Parameters Data Scale Data Source 

 BioBERT [9] 110M 18B tokens  PubMed [5] 

 PubMedBERT [7] 110M/340M  3.2B tokens  PubMed [5] 

SciBERT [40] 110M 3.17B tokens Literature [45] 

ClinicalBERT [4]  110M 112k clinical notes MIMIC-III [6] 

BlueBERT [8] 110M/340M 4.5B tokens MIMIC-III [5] 

BioCPT [41] 330M 255M articles PubMed [5] 

 BioGPT [42] 1.5B 15M articles PubMed [5] 

 BioMedLM [43] 2.7B 110GB PubMed [5] 

OphGLM [44] 6.2B 20k dialogues MedDialog [46] 
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perform specific medical tasks or reasoning, with minimal computational overhead. MedPaLM [12] and 

other models employ these techniques for tasks such as medical question-answering, achieving high 

performance with reduced resource requirements. Prompt tuning, involving trainable continuous vectors, 

represents a flexible and efficient approach to adapting LLMs for medical applications. 

The prompted medical LLMs are summarized in Table 3. 

Table 3: Overview of current medical-domain large lan- guage models, focusing on their development through prompting, 

including the scale of their parameters, the datasets utilized, and their sources of data. 

Models Parameters Data Scale Data Source 

DeID-GPT [20] ChatGPT/GPT-4 Chain-of-Thought  - 

ChatCAD [23]  ChatGPT Zero-shot Prompting - 

Dr. Knows [22] ChatGPT Zero-shot Prompting UMLS [13] 

MedPaLM [12] PaLM (540B) 40 instructions MultiMedQA [13] 

MedPrompt [21] GPT-4 Few-shot Prompting - 

 

III. CLINICAL APPLICATIONS 

This section delves into the utilization of Large Language Models (LLMs) in clinical settings. For every 

subsection, we begin by presenting the application, followed by an exploration of how LLMs are employed 

to fulfill these tasks. We then address the challenges faced by LLMs within these specific contexts and 

conclude with a look at potential future developments and directions for LLMs in these areas of application. 

1. Diagnosis Enhancement 

LLMs contribute to medical diagnostics by integrating objective data and patient symptoms to improve 

disease identification. Timely, accurate diagnoses are critical, especially for conditions like breast cancer, 

where early detection significantly impacts survival rates. LLMs, such as Dr. Knows, utilize graph models 

and the Unified Medical Language System to prioritize diagnoses, showing an 8-18% improvement in 

accuracy [22]. However, their reliance on textual inputs limits their ability to process medical images 

directly, necessitating complementary tools like ChatCAD for image analysis [23]. Despite advances in 

vision-capable LLMs, challenges in privacy, accountability, and bias remain [28]. 

2. Streamlining Clinical Reporting 

Clinical reporting, crucial yet cumbersome, benefits from LLMs by reducing errors and workloads [23]. 

These models summarize diagnostic information, aiding in the creation of coherent reports from images 

and physician inputs, potentially improving diagnostic performance by 16.42% [23]. Despite their utility, 

LLM-generated reports may suffer from inaccuracies or lack the nuanced understanding of human-written 

documents [28]. 

3. Advancing Medical Education 

LLMs find significant applications in medical education, from enhancing exam preparation to acting as 

interactive learning aids. By generating diverse educational content, LLMs expose students to a wider range 

of scenarios, promoting critical thinking and adaptability [28]. They also demystify medical jargon for the 

public, improving health literacy [28]. Nevertheless, ethical concerns, biases, and the risk of misinformation 

pose challenges to their educational use [28]. 

IV. CHALLENGES 

Implementing Large Language Models (LLMs) in the medical field encounters challenges such as 

extensive computational demands and privacy considerations. Furthermore, LLMs may generate erroneous 

information, referred to as "hallucination" [29], and display data bias, posing ethical dilemmas [30]. 
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However, despite these hurdles, the outlook for LLMs in healthcare appears promising. Ongoing research 

endeavors are focused on addressing these challenges to facilitate broader adoption, consequently 

enhancing personalized medicine and the quality of patient care. 

1. Mitigating Hallucination 

LLMs can generate misleading information (hallucination), including intrinsic errors, such as false 

mathematical outputs [29], and extrinsic errors, like fabricating references. In healthcare, such inaccuracies 

can lead to detrimental outcomes like misdiagnoses. Addressing LLM hallucinations involves strategies 

like training adjustments to minimize errors [31], inference enhancements for better reliability [32], and 

using external facts for validation [33]. 

2. Improving Evaluation Methods 

The advancement of LLMs outpaces current benchmarks, making it challenging to assess their effectiveness 

in healthcare. Current benchmarks focus on question-answering but miss evaluating essential attributes like 

trustworthiness [35]. Proposals for more relevant benchmarks, such as HealthSearchQA [12], aim to align 

evaluations more closely with human needs in healthcare. Developing benchmarks that measure medical 

and LLM-specific metrics is crucial for accurate performance evaluation. 

3. Incorporating New Knowledge 

Updating LLMs with the latest medical knowledge is hampered by the difficulty in removing outdated 

information and the challenge of timely updates. Solutions include model editing for direct knowledge 

updates and retrieval-augmented generation for leveraging external knowledge sources, such as updating 

external memory for real-time information relevance [36]. These strategies aim to enhance LLMs' accuracy 

and timeliness in medical knowledge application. 

4. Data Restrictions within the Domain 

Presently, datasets within the medical domain are notably smaller in comparison to those utilized for 

training general-purpose LLMs. Despite the vast expanse of medical knowledge, existing datasets are 

constrained and do not encompass the entirety of this domain. Consequently, while LLMs demonstrate 

exceptional performance on standardized benchmarks with extensive data coverage, they often struggle 

when applied to real-world tasks such as differential diagnosis and personalized treatment planning. 

 

To address these challenges, potential solutions must be explored. Despite the abundance of medical and 

health data, accessing them typically involves navigating through extensive ethical, legal, and privacy 

protocols. Additionally, these datasets frequently lack labeling, and approaches to utilize them, such as 

human labeling and unsupervised learning, encounter obstacles due to limited human expert resources and 

narrow margins of error. Current state-of-the-art methodologies lean towards fine-tuning on smaller openly 

accessible datasets to enhance the models' domain-specific performance. Another avenue involves 

generating high-quality synthetic datasets using LLMs to expand knowledge coverage. However, studies 

have indicated that training on generated datasets may lead to model forgetting. Hence, future research is 

essential to validate the efficacy of employing synthetic data for LLMs in the medical field. 

 

V. FUTURE DIRECTIONS 

Although Large Language Models (LLMs) have already made a substantial impact on people's lives 

through applications such as chatbots and search engines, their integration into medicine is still in its early 

stages. There are numerous untapped opportunities for researchers and practitioners to enhance the role of 

medical LLMs in serving the public more effectively. These opportunities encompass the introduction of 

new benchmarks, fostering interdisciplinary collaborations, the development of multimodal LLMs, and the 

application of LLMs in less explored areas of medicine. 

1. Developing Comprehensive Benchmarks 

The need for benchmarks that accurately assess LLMs in clinical contexts is evident, as current measures 

often overlook the multifaceted skills required in healthcare. These new benchmarks should not only test 

medical knowledge accuracy but also evaluate how LLMs source information, adapt to new medical 
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insights, and communicate uncertainties [12]. Furthermore, they must consider ethical dimensions like 

fairness and equity, challenging due to their qualitative nature [12]. 

 

Special attention is warranted for fields like rehabilitation and sports medicine, where LLMs can 

significantly contribute to combating global health issues like physical inactivity. With over a quarter of 

the world's adult population affected, LLMs could help disseminate physical activity knowledge and 

customize programs, especially in under-resourced areas [37]. 

 

2. Exploring Multimodal LLMs in Medicine 

Multimodal LLMs (MLLMs) extend LLM capabilities to include visual, audio, and time-series data 

analysis, presenting new possibilities in medical diagnostics and treatment planning [38]. Innovations like 

MedPaLM M and Visual Med-Alpaca illustrate MLLMs' potential in interpreting medical images and 

integrating diverse data types for holistic patient assessments [39]. Despite their promise, challenges remain 

in data privacy, quality assurance, and the enhancement of MLLMs' perception and reasoning abilities [38]. 

3. Innovating with Medical Agents 

The concept of LLM-powered medical agents, specialized in roles like radiology or pathology, offers a 

novel approach to disease diagnosis and treatment. By simulating the expertise of different medical 

specialists, these agents could collaborate for comprehensive patient evaluations, improving diagnostic 

accuracy and efficiency [47]. Critical to their development are considerations around data privacy, the 

validation of diagnostic interpretations, and the ethical implications of AI in decision-making roles. 

 

In summary, the future of medical LLMs involves tackling complex challenges through innovative 

approaches, ensuring that these technologies contribute positively to healthcare outcomes. 

VI. CONCLUSION 

This article delves deeply into the advancement and potential uses of large language models (LLMs) 

within the medical sphere. It meticulously examines how these models have evolved, considering factors 

such as their architecture, size, and training techniques. Despite demonstrating promising results in 

standardized tests, there exists a noticeable gap between these outcomes and their actual efficacy within 

clinical settings. 

 

Moreover, the paper explores the transformative possibilities of LLMs across various healthcare domains, 

including diagnostics, clinical note generation, medical education, and more. However, it also 

acknowledges the hurdles that need to be addressed, such as the potential for generating inaccurate 

information, the lack of transparency in decision-making processes, data scarcity, and the limitations of 

current evaluation methods. 

 

Given that this field is still evolving, significant research efforts are needed to establish more pertinent 

evaluation criteria that prioritize reliability, safety, and fairness. It also emphasizes the importance of 

fostering closer collaborations between the medical and artificial intelligence communities. Additionally, 

there's a spotlight on the potential of multimodal LLMs, which can utilize diverse data types like visual and 

auditory information, as well as expanding LLM applications to cover a broader spectrum of medical 

specialties. 

Ultimately, the article underscores the extensive role of LLMs in the medical domain, advocating for 

continuous exploration and innovation in this interdisciplinary field. While acknowledging the potential 

of LLMs to advance clinical care and medical research, it emphasizes the importance of responsible and 

effective implementation, stressing the need for ongoing collaborative efforts involving clinicians to 

ensure that these technologies benefit society equitably. 
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