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Abstract – In this study, annual precipitation data in Aksaray province of Turkey were examined by time 

series analysis for the period 1980-2023 and future precipitation estimates were made. In the study, 

statistical models such as Auto.ARIMA, Holt-winters and TBATS were used together with deep learning 

models such as NNTAR, MLP and ELM. The performances of the models were evaluated with MAPE 

values for various test lengths. While the NNTAR model stood out as the most successful model with the 

lowest error rate among deep learning methods, Auto.ARIMA and Holt-Winters provided low error rates 

in certain cases among statistical models. The research provides important findings for the sustainable 

management of water resources in semi-arid regions such as Aksaray.   
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I. INTRODUCTION 

Data accumulated over time often forms the basis in many scientific and industrial applications. These 

data, obtained by experiments or observations or data collection systems at fixed intervals, are reduced 

into a time series. Time series are a series of data analyzed for changes in data depending on time and to 

estimate future values based on these changes [1]. Time series analysis enables us to comprehend the 

internal dynamics of data and predict the future pattern by analyzing the pattern, trend, seasonality 

fluctuation, and irregular movements in data. Time series models allow the predictions of the future based 

on the historical past of the data. The time series analysis of a city's rainfall data may show the trends of 

rainfall in the past, and the seasonal and annual changes to estimate how many rains are expected in 

coming years. Such predictions significantly help in the making of strategic decisions across areas like 

agriculture, water management, and urban planning. At the same time, time series analyses serve as an 

effective tool in the forecast of market trends, energy demand projections, assessments of risks related to 

climate change, and even the monitoring of epidemics in health. 

Time series analyses make use of regularity in the data concerning the past to predict possible future 

behavior. By observing trends and seasonal cycles in past data, prediction of possible future trends is 

easier. This shall be used as a strategic guide to support correct decision-making processes. These models 

give an increase in prediction accuracy while minimizing variability, hence giving an institution, 

business, or scientist a data perspective. 

Time series are used for strategic forecasting in many areas. They have critical applications in financial 

markets for stock and exchange rate forecasting, in economics for inflation and unemployment rate 

projections, in meteorology for weather and climate change forecasting, in the energy sector for demand 
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planning, and in healthcare for epidemic disease monitoring. Besides, time series analysis also forms a 

support for decision-making and raises efficiency in commercial areas, such as sales and inventory 

management in retail, forecasting of traffic density in transportation, and optimization of cargo movement 

in logistics. 

 In the recent years, significant changes have been noticed in the precipitation regimes due to the impact 

of climate change. Precipitation fluctuations have both direct and indirect influences on every constituent 

of ecosystems; above all, they leave prominent effects on the environment, vegetation, animal 

populations, and human life [2]. Disruptions in the ecosystem balance threaten animal populations, and 

even habitats of species, although scanty or excess precipitation may be negative to development 

processes in plants. It is also of critical importance in terms of direct food security and economic 

sustainability in areas such as human activities and agriculture. 

 

In this paper, the rainfall data observed in Aksaray Province of Turkey for the period of 1980-2023 

were analyzed and future foresights have been made. Estimations by this study help existing literature in 

view of possible long-term influences on local and regional ecosystems. 

II. MATERIALS AND METHOD 

In this study, time series, which have a very wide application area [3], [4], [5], [6], [7], [8], [9], [10], 

[11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23][24][25][26], were used. Time series 

are often preferred in forecasting processes because they allow analysis of data points in order over time. 

This analysis method helps predict future events by capturing patterns such as trends, seasonality, and 

serial dependency in past data. Time series provide important information, especially in areas such as 

financial markets, weather forecasting, and demand forecasting; because data in these areas often change 

over time, and previous observations are of great benefit in understanding future results. 

 

A. Dataset 

The dataset used for Aksaray consists of 44 records. The minimum rainfall, maximum rainfall and 

average rainfall in the dataset covering the years 1980-2023 are 19.63 mm, 42.69 mm and 29.01 mm, 

respectively. In Figure 1, annual precipitation amount for Aksaray province between 1980-2023 is given 

as a time series. 
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Fig. 1. Annual precipitation amounts for Aksaray province of Turkey between 1980-2023. 

 

Figure 1 shows the annual precipitation amounts for Aksaray province of Turkey between 1980-2023. 

In general, it is seen that the precipitation amount has fluctuated over the years. The significant 

fluctuations in the graph show that precipitation reached high levels in some years (for example, in 1987, 

1990, 2011) and decreased in some years (for example, in 1984, 1996, and 2014). This fluctuation shows 

how seasonal and climatic variables affect precipitation amounts. 

When we look at the right side of the graph, i.e. recent years, a general downward trend in precipitation 

amounts is observed. This decline is a striking indicator in terms of the sustainability of water resources 

in semi-arid regions such as Aksaray. Factors such as global climate change and drought may be a reason 

for this decreasing trend. Decreasing precipitation can have negative effects on agriculture and water 

resource management, so it is important to make forward-looking estimates and develop sustainable water 

management policies. 

  

III. RESULTS 

In the fırst analysis of time series were performed in the R-Studio environment using R-based deep 

learning models such as Neural Network Time Series Forecasts (NNTAR), Multilayer Perceptron (MLP) 

and Extreme Learning Machine (ELM). The best results were obtained by using different lengths of 

training/test data. Test data lengths were taken as 36%, 41%, 48% and 50%, respectively, while test 

MAPE values are given in Table 1. The graphs of the model predictions are given in Figure 2. 

 

Table 1. MAPE values of the analyses performed depending on four different test lengths for the annual rainfall dataset of 

Aksaray province 

Model 
Test length 16 (36%) Test length 18 (41%) Test length 21 (48%) Test length 22 (50%) 

MAPE (%) MAPE (%) MAPE (%) MAPE (%) 

NNTAR 17.76 17.43 17.44 17.84 

MLP 18.24 17.94 19.37 18.73 

ELM 18.53 17.75 19.07 18.81 
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Fig.2. Prediction graphs of the models when the dataset is divided into 18% testing and 82% training. 

 

In the second analysis, using statistically based models, the MAPE percentages of the Auto.ARIMA, 

Holt-Winters and TBATS models are given comparatively in Table 2 for four different test lengths. 

Graphs of statistically based model predictions are given in Figure 3. 

 

Table 2. MAPE values of statistically based model analyses performed depending on four different test lengths for the annual 

precipitation data set of Aksaray province 

Model 
Test length 16 (36%) Test length 18 (41%) 

Test length 21 (48%) Test length 22 (50%) 

MAPE (%) MAPE (%) MAPE (%) MAPE (%) 

Auto.ARIMA 17.51 17.79 19.13 18.87 

Holt-Winters 23.43 19.79 17.36 16.94 

TBATS 17.70 18.32 19.53 19.19 

 

 

 
Fig.3. Prediction graphs of the models when the dataset is divided into 50% testing and 50% training. 

 

IV. DISCUSSION 

In the first analysis, using deep learning models, the MAPE percentages of the NNTAR, MLP and ELM 

models are given comparatively in Table 1 for four different test lengths. Test lengths are determined as 

16 (36%), 18 (41%), 21 (48%) and 22 (50%), respectively. NNTAR model achieved the most successful 

results by offering the lowest MAPE percentage in all four test lengths. In particular, MAPE metric value 

reached the lowest MAPE value with 17.43% when test length was 18. MAPE values of MLP model are 

18.24% in test length 16, 17.94% in 18, 19.37% in 21 and 18.73% in 22 and it has higher error compared 
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to NNTAR model. MAPE values of ELM model are similarly relatively high and the lowest error rate is 

observed with 17.75% in test length 18. According to these results, the NNTAR model is more consistent 

and has a lower error rate at each test length compared to the other two models, and it is seen to be more 

successful especially at shorter test lengths. 

 

Table 2 compares the MAPE values of the statistical analyses performed with the Auto.ARIMA, Holt-

Winters and TBATS models at four different test lengths. The Auto.ARIMA model generally performed 

better with lower error rates, especially notable with MAPE values of 17.51% and 18.87% at 36% and 

50% test rates, respectively. The Holt-Winters model showed the lowest error rate (16.94%) at 50% test 

rate, suggesting that the model performed better on larger test sets. Although the error rates of the TBATS 

model are slightly higher than the other models, it is seen that it provides a generally stable performance. 

These results emphasize that each model may show performance differences according to different data 

structures and test rates. 

Figure 3 shows the prediction graph of statistical models based on 50% test and 50% training ratio. The 

blue lines in the graph represent the mean values of the model predictions, the dark shaded areas represent 

the 80% prediction interval, and the light shaded areas represent the 95% prediction interval. This visual 

shows the uncertainty level of the predictions and the ability of the models to predict future annual 

precipitation. The graphs show that the model predictions are generally consistent with the dataset, but the 

wide prediction intervals should be taken into account, especially in terms of prediction reliability. 

 

V. CONCLUSION 

This study has made a significant contribution to the assessment of regional effects of climate change 

by estimating how precipitation amounts in Aksaray province have changed over time and their future 

trends. Comparison of deep learning and statistically based models revealed the varying performances of 

different methods according to data structure and test rates. The obtained results can support strategic 

decision-making processes in areas such as water resources management, agriculture and urban planning. 

It was also emphasized that such analyses can help develop long-term policies to combat climate change. 

ACKNOWLEDGMENT 

We would like to thank Aksaray Provincial Meteorology Directorate for providing the data sets used in 

the current research for this study.  
 

REFERENCES 

 
[1] Anon, “Applied Time Series Analysis.,” Inf Sci (N Y), vol. 29, no. 1, 1983, doi: 10.2307/2981500. 

[2] G. Papacharalampous, H. Tyralis, and D. Koutsoyiannis, “Predictability of monthly temperature and precipitation 

using automatic time series forecasting methods,” Acta Geophysica, vol. 66, no. 4, pp. 807–831, 2018, doi: 

10.1007/s11600-018-0120-7. 

[3] R. Niu, C. Guo, Y. Zhang, L. He, and Y. Mao, “Study of ionospheric TEC short-term forecast model based on 

combination method,” International Conference on Signal Processing Proceedings, ICSP, vol. 2015-Janua, no. 

October, pp. 2426–2430, 2014, doi: 10.1109/ICOSP.2014.7015430. 

[4] I. Bozkurt, Z. Pala, and T. Etem, “Measurement and evaluation of low frequency electromagnetic field in camera 

observation rooms,” in 2017 13th International Conference Perspective Technologies and Methods in MEMS Design, 

MEMSTECH 2017 - Proceedings, 2017. doi: 10.1109/MEMSTECH.2017.7937554. 

[5] T. Etem, Z. Pala, and I. Bozkurt, “Electromagnetic pollution measurement in the system rooms of a university,” in 

2017 13th International Conference Perspective Technologies and Methods in MEMS Design, MEMSTECH 2017 - 

Proceedings, 2017. doi: 10.1109/MEMSTECH.2017.7937548. 

[6] Z. Pala, “Using Decomposition-based Approaches to Time Series Forecasting in R Environment,” International 

Conference on Data Science, Machine Learning and Statistics - 2019 (DMS-2019), vol. 1, no. 1, pp. 231–233, 2019. 



International Journal of Advanced Natural Sciences and Engineering Researches 

287 
 

[7] Z. Pala and R. Atici, “Forecasting Sunspot Time Series Using Deep Learning Methods,” Sol Phys, vol. 294, no. 5, 

2019, doi: 10.1007/s11207-019-1434-6. 

[8] Z. Pala, “Comparative study on monthly natural gas vehicle fuel consumption and industrial consumption using multi-

hybrid forecast models,” Energy, vol. 263, no. PC, pp. 1–21, 2023, doi: 10.1016/j.energy.2022.125826. 

[9] Z. Pala and İ. H. Ünlük, “Comparison of hybrid and non-hybrid models in short-term predictions on time series in the 

R development environment,” DÜMF Mühendislik Dergisi, vol. 2, pp. 199–204, 2022, doi: 10.24012/dumf.1079230. 

[10] Z. Pala, İ. H. Ünlük, and E. Yaldız, “Forecasting of electromagnetic radiation time series: An empirical comparative 

approach,” Appl Comput Electromagn Soc J, vol. 34, no. 8, pp. 1238–1241, 2019. 

[11] Z. Pala, “Using forecastHybrid Package to Ensemble Forecast Functions in the R,” International Conference on Data 

Science, Machine Learning and Statistics - 2019 (DMS-2019), vol. 1, no. 1, pp. 45–47, 2019. 

[12] Z. Pala, V. Yamli, and I. H. Ünlük, “Deep Learning researches in Turkey: An academic approach,” in 2017 13th 

International Conference Perspective Technologies and Methods in MEMS Design, MEMSTECH 2017 - Proceedings, 

2017. doi: 10.1109/MEMSTECH.2017.7937546. 

[13] Z. Pala, I. Bozkurt, and T. Etem, “Estimation of low frequency electromagnetic values using machine learning,” in 

2017 13th International Conference Perspective Technologies and Methods in MEMS Design, MEMSTECH 2017 - 

Proceedings, 2017. doi: 10.1109/MEMSTECH.2017.7937550. 

[14] Z. Pala, “Examining EMF Time Series Using Prediction Algorithms With R,” vol. 44, no. 2, pp. 223–227, 2021. 

[15] E. Yaldız and Z. Pala, “Time Series Analysis of Radiological Data of Outpatients and Inpatients in Emergency 

Department of Mus State Hospital,” International Conference on Data Science, Machine Learning and Statistics - 

2019 (DMS-2019), pp. 234–236, 2019. 

[16] Z. Pala, R. Atıcı, and E. Yaldız, “Forecasting Future Monthly Patient Volume using Deep Learning and Statistical 

Models,” Wirel Pers Commun, vol. 130, no. 2, pp. 1479–1502, 2023, doi: 10.1007/s11277-023-10341-3. 

[17] H. Abbasimehr and R. Paki, “Prediction of COVID-19 confirmed cases combining deep learning methods and 

Bayesian optimization,” Chaos Solitons Fractals, vol. 142, Jan. 2021, doi: 10.1016/j.chaos.2020.110511. 

[18] M. Akpinar and N. Yumusak, “Estimating household natural gas consumption with multiple regression: Effect of 

cycle,” 2013 International Conference on Electronics, Computer and Computation, ICECCO 2013, pp. 188–191, 

2013, doi: 10.1109/ICECCO.2013.6718260. 

[19] E. Özgüner, O. B. Tör, and A. N. Güven, “Probabilistic day-ahead system marginal price forecasting with ANN for the 

Turkish electricity market,” Turkish Journal of Electrical Engineering and Computer Sciences, vol. 25, no. 6, pp. 

4923–4935, 2017, doi: 10.3906/elk-1612-206. 

[20] P. G. Zhang, “Time series forecasting using a hybrid ARIMA and neural network model,” Neurocomputing, vol. 50, 

pp. 159–175, 2003, doi: 10.1016/S0925-2312(01)00702-0. 

[21] Z. Pala and M. Şana, “Attackdet: Combining web data parsing and real-time analysis with machine learning,” Journal 

of Advances in Technology and Engineering Research, vol. 6, no. 1, pp. 37–45, 2020, doi: 10.20474/jater-6.1.4. 

[22] Z. Pala and O. Özkan, “Artificial Intelligence Helps Protect Smart Homes against Thieves,” DÜMF Mühendislik 

Dergisi, vol. 11, no. 3, pp. 945–952, 2020, doi: 10.24012/dumf.700311. 

[23] I. Tugal and F. Sevgin, “Analysis and forecastıng of temperature using time series forecasting methods A Case Study 

of Mus,” Thermal Science, vol. 27, no. 4, pp. 3081–3088, 2023, doi: 10.2298/TSCI2304081T. 

[24] Z. Pala and F. Şevgin, “Statistical modeling for long-term meteorological forecasting: a case study in Van Lake 

Basin,” Natural Hazards, 2024, doi: 10.1007/s11069-024-06747-2. 

[25] İ. Pala, Zeydin;Bozkurt, “A Historical Overview of Low-Carbon Energy Consumption in the USA, Russia, China, and 

Japan,” in 3rd International Conference on Scientific and Academic Research, 2023, pp. 988–992. doi: 10.59287/as-

proceedings.830. 

[26] Z. Pala, “Evolution of Low-Carbon Energy Consumption in Türkiye, United Kingdom, and France: A Historical 

Perspective,” pp. 546–549, 2023, doi: 10.59287/as-proceedings.744. 


