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Abstract – This paper introduces a novel approach to handling unknown intents in dialogue systems by 

proposing a custom intent discovery pipeline using Z-BERT-A. Developed in Python, this pipeline is 

specifically designed to address intents that are not predefined within the system. The development of this 

solution is guided by a comprehensive literature review, which examines existing models and techniques, 

including rule-based, machine learning, and deep learning approaches. Experimental results on the SNLI 

and banking datasets demonstrate that Z-BERT-A outperforms other models in managing unknown intents. 

The proposed pipeline integrates Z-BERT-A and customizes its source code, creating a flexible and 

generalized solution for intent discovery. Capable of handling unseen intents, this pipeline is crucial for 

modern dialogue systems used in triage scenarios. Additionally, it is resource-efficient, easily adaptable to 

various domains, and integrates seamlessly into existing systems. The pipeline also incorporates 

preprocessing and postprocessing steps to ensure accuracy, efficiency, and scalability. The paper concludes 

by evaluating the pipeline’s performance through multiple metrics, comparing it to other state-of-the-art 

models. 
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I. INTRODUCTION 

In natural language processing (NLP) and conversational AI, intent discovery refers to the task of 

automatically identifying the user’s goals or needs when interacting with a system [1]. This process aims 

to assign meaningful intent labels to a set of unlabeled utterances within a specific domain, without relying 

on pre-labeled examples. The primary objective of intent discovery is to detect the most common intents in 

a given domain and generate a set of accurate, relevant intent labels[2]. This task plays a critical role in 

conversational systems such as chatbots, virtual assistants, and customer service applications, but it also 

extends to other NLP tasks like text classification and information retrieval [3]. As conversational systems 

continue to grow in popularity, the importance of intent discovery increases, enabling companies to swiftly 

develop tailored systems without requiring vast amounts of labeled data or domain-specific expertise [4].  

This paper explores the significance of intent discovery in NLP and conversational AI, highlighting its 

potential applications . The main objective of this paper is to develop a more accurate model for discovering 

unseen intent categories along with their corresponding labels, and to integrate this model into a fully 
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functional NLP pipeline using Python. Previous approaches to this challenge have employed unsupervised 

methods, including Semantic Clustering, Dependency Parsing, TEXTOIR, Z-BERT-A (a Python package), 

Deep Aligned Clustering, Deep Embedding Clustering, and KMeans Clustering across various datasets, 

which will be further examined in this study. 

 

II. BACKGROUND 

Intent discovery is a critical task in natural language processing (NLP) that aims to automatically identify 

the user's goal or purpose during an interaction with a computer system [5]. In dialog systems, this process, 

often referred to as "intent understanding," is essential for the system to generate appropriate responses. 

The primary objective of intent discovery is to detect the most common intents within a specific domain 

and generate accurate, relevant intent labels [6]. This task is widely used in conversational systems such as 

chatbots, virtual assistants, and customer service applications [7]. Moreover, it extends to other NLP tasks 

like text classification and information retrieval, where the goal is to categorize or extract information from 

text based on its underlying intent. 

With the increasing adoption of conversational systems, such as chatbots and virtual assistants, 

understanding user intent has become more important [8]. These systems are now commonplace in 

customer service, offering users quick solutions without human intervention[9]. However, to be effective, 

these systems must accurately interpret the user's intent to provide relevant responses. Intent discovery 

plays a central role in this capability [10]. 

Typically, intent discovery is applied in domain-specific conversational systems, such as those tailored 

for a particular company's customer service. The aim is to automatically identify common intents—such as 

"cancel an order" or "track a package"—and generate relevant intent labels [11]. This process eliminates 

the need for manually labeled examples, which can be time-consuming and require expert knowledge [12]. 

The process begins with a large set of unlabeled utterances, which are analyzed to detect patterns and 

themes using techniques such as clustering, NLP, and machine learning algorithms [13]. The result is a set 

of intent labels that can guide the training of the conversational system. 

Intent discovery also has applications beyond conversational systems, including text classification and 

information retrieval [14]. In text classification, the goal is to categorize documents, such as news or sports 

articles, while in information retrieval, the goal is to extract relevant information from a large text corpus 

[15]. In both scenarios, intent discovery can be used to identify the purpose of the text, thereby improving 

system performance. 

Traditionally, intent understanding is treated as a supervised learning problem, requiring labeled 

examples for training [16]. However, labeling data for new domains can be resource-intensive and 

necessitate domain expertise. Unsupervised methods, like intent discovery, offer a solution by 

automatically identifying meaningful intent labels from unlabeled utterances [17]. This method is 

increasingly important for industrial applications, such as chatbots and virtual assistants, as it enables the 

rapid creation of conversational systems without relying on large amounts of labeled data or domain-

specific knowledge [18]. 

In summary, intent discovery is a foundational task in NLP and conversational AI that helps determine a 

user's goal during an interaction. By automatically identifying intent labels from unlabeled data, this task 

supports the development of more accurate and efficient conversational systems [19]. As these systems 

become more prevalent across industries like e-commerce, healthcare, and finance, the ability to understand 

user intent is crucial for providing appropriate and timely responses [20]. This is especially important for 

learning environments that require continuous access to critical systems such as data servers, online 

learning platforms, and student resources [21]. 

 

 

 

 

 



International Journal of Advanced Natural Sciences and Engineering Researches 

80 
 

III. LITERATURE REVIEW 

This section reviews key literature in the areas of deep learning-based unsupervised clustering and intent 

detection methods, highlighting their contributions to the development of advanced models for clustering 

and recognizing user intents. Several significant advancements in these areas have been proposed, each 

with its distinct approach and contributions[22]. 

[23] introduced a novel method called Deep Embedded Clustering (DEC), which aims to cluster data 

without relying on labeled information. DEC leverages a deep neural network architecture consisting of an 

encoder and a decoder network. The encoder maps the input data to a low-dimensional space, creating an 

embedding that facilitates clustering. The decoder reconstructs the data back to its original space, 

minimizing the reconstruction error. DEC also integrates a clustering objective that encourages the model 

to group similar data points together while separating dissimilar ones by minimizing the KL divergence 

between the low-dimensional representations and their respective cluster assignments. This approach is 

highly efficient, outperforming traditional clustering methods like k-means, PCA, and Autoencoders, and 

it does not require data preprocessing or fine-tuning. DEC was shown to perform well on benchmark 

datasets such as MNIST and Reuters, demonstrating both higher clustering accuracy and computational 

efficiency compared to other methods [24]. 

[25] proposed the Simultaneous Deep Learning and Clustering (SDLAC) network, which addresses the 

limitations of traditional clustering methods like k-means when dealing with high-dimensional data. The 

SDLAC network transforms the data into a "K-means-friendly" space using a deep neural network, thus 

improving the separability of clusters. The network comprises an encoder (either a CNN or Autoencoder) 

and a clustering layer that directly associates the encoder's output with cluster assignments. The model uses 

a combination of supervised pre-training and unsupervised fine-tuning via a k-means clustering loss 

function. This method improves clustering performance, particularly when data is non-linearly separable, 

and it has been shown to outperform the traditional k-means algorithm on various benchmark datasets. 

SDLAC also demonstrated better robustness to k-means initialization, further enhancing its utility in real-

world applications. 

[26]proposed a method for discovering user intents from unstructured text without the need for labeled 

data. Their approach combines unsupervised semantic clustering and dependency parsing to identify 

underlying patterns in text that correspond to different user intents. The first step involves clustering similar 

words and phrases from input text, followed by dependency parsing to examine the grammatical 

relationships between words. This method was tested on customer service conversations, achieving high 

accuracy and identifying previously unknown intents. Notably, the authors demonstrated that their approach 

could generalize to unseen data, making it a cost-effective and scalable solution for natural language 

understanding tasks in various domains. 

[27] introduced TEXTOIR, a comprehensive platform for intent recognition that integrates both machine 

learning and rule-based approaches. The platform includes several modules: a text pre-processing module, 

an intent recognition module using machine learning models (e.g., SVMs and deep neural networks), and 

a rule-based system for handling complex or domain-specific intents. TEXTOIR also provides a visual 

interface for users to interact with and understand intent classification results. In a user study, the platform 

demonstrated high accuracy in recognizing intents from customer service queries, and participants reported 

that the interface was easy to use and informative. TEXTOIR thus represents a powerful tool for combining 

traditional machine learning methods with practical user interaction in intent recognition tasks. 

In another study, [28]presented a method for discovering new intents in conversational AI systems using 

deep aligned clustering. This method utilizes a deep neural network to learn representations of 

conversational data, which are then clustered using aligned clustering. Aligned clustering minimizes the 

distance between the learned representations and the true intents of the data. The approach was tested on 

customer service conversation datasets, where it outperformed traditional clustering methods. By aligning 

the learned representations with actual intents, this technique enables the discovery of new intents, which 

is especially useful in evolving conversational AI systems.  

[29] introduced Z-BERT-A, a zero-shot approach for detecting unknown intents using the BERT 

transformer architecture. The Z-BERT-A pipeline includes two stages: first, a fine-tuned BERT model 
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classifies known intents, and second, an adversarial detector identifies unknown intents. This zero-shot 

capability allows the model to recognize intents it has not encountered during training. Z-BERT-A 

outperformed baseline models in recognizing previously unknown intents and organizing known ones. The 

method's ability to detect unknown intents makes it highly suitable for real-world applications where new 

intents may emerge over time. The model was evaluated on several datasets, including SNLI and 

Banking77-OOS, and demonstrated excellent zero-shot performance, further validating its practical 

applicability. 

The reviewed studies provide valuable insights into various methods for clustering and intent recognition. 

Key developments such as DEC, SDLAC, and deep aligned clustering have contributed significantly to 

improving clustering techniques by combining deep learning with unsupervised learning. Approaches like 

Liu et al.'s unsupervised semantic clustering and Zhang et al.'s TEXTOIR platform offer practical solutions 

for intent detection in real-world applications, especially in natural language understanding tasks. 

Moreover, Z-BERT-A’s zero-shot capability opens new avenues for intent recognition in dynamic 

environments where new intents may emerge. Collectively, these methods demonstrate the power of 

combining deep learning with clustering techniques to tackle complex problems in clustering and intent 

recognition, advancing the state-of-the-art in AI systems [30]. 

 

IV. METHODOLOGY  

This study aims to develop an intent discovery pipeline capable of handling unknown intents, which are 

intents not predefined within the system. To achieve this, a comprehensive literature review of existing 

intent discovery models was conducted, providing insights into the problem and existing approaches. 

Various techniques, including rule-based, machine learning-based, and deep learning-based methods, were 

evaluated. Based on these evaluations, Z-BERT-A was selected for the unknown intent discovery task due 

to its superior performance in experiments conducted on both the SNLI and a banking dataset. Z-BERT-A 

demonstrated the ability to generate intents that were semantically similar to their ground-truth 

counterparts. 

The next step involved customizing the Z-BERT-A source code to create a generalized pipeline. The 

pipeline was broken down into modular components—data ingestion, training, and prediction modules—

to facilitate reuse across different domains. A data ingestion module was developed to handle training and 

testing datasets in CSV format. A flexible training module was also created to allow the use of different 

training algorithms and fine-tuning based on the characteristics of the dataset. The prediction module was 

designed for efficient processing of new inputs, capable of large-scale predictions and easy integration of 

new features. This module generates a results.csv file, containing the newly generated intent labels along 

with the original dialogue or sentence. 

To ensure that the intent labels were generalized, singularization techniques were applied to group similar 

intent labels, and similarity metrics and text embedding techniques were used to cluster context-based 

intents that were similar or identical. These techniques leveraged the Spacy module, which uses optimized 

English NLP pipelines, improving the generalization of the model. 

For training and testing, a banking dataset was chosen, [31]as it provided a diverse set of data covering 

different intent types and variations. The dataset, in CSV format, was divided into train.csv and test.csv 

files, used respectively for model training and performance evaluation on unseen data. The dataset 

underwent preprocessing steps such as tokenization, data cleaning, and transformation before being used 

for training. The use of CSV format offers flexibility, as future datasets with similar structures can easily 

replace the current ones, allowing for the retraining of the model with updated data. This feature makes the 

pipeline adaptable and suitable for various domains and use cases. 
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V. RESULTS 

For model training, the train.csv and test.csv files were placed in the data directory of the pipeline, where 

they were used during the training process in conjunction with the SNLI Corpus. The train.csv and test.csv 

files contained text and corresponding text category columns. To facilitate model training, a train.py file 

was created and placed in the root directory of the pipeline. This file also incorporated other Python scripts 

responsible for preprocessing tasks such as tokenization and data cleaning before the model was trained. 

Additionally, the model’s parameters were fine-tuned to optimize its performance and accuracy on the test 

dataset. 

After executing the train.py file, the trained model, named “model.pt,” was saved in the train/model 

directory for future use. This allowed the model to be loaded and utilized for predictions without needing 

to retrain it each time. The model could also be adapted to different domains or use cases simply by 

modifying the train.csv and test.csv files. 

For intent generation, the prediction module, implemented in a script called predict.py, was used. This 

script, located in the root directory of the pipeline, processed the text in the test.csv file to run predictions 

using the trained model. Upon execution, the generated intent labels were saved in a new file named 

results.tsv, along with the original text inputs. This results.tsv file contained the predicted intent labels for 

each text input, facilitating the evaluation and analysis of the model’s performance. 

 

VI. CONCUSIONS 

The proposed pipeline leverages Z-BERT-A, a BERT-based model fine-tuned with Adapters on Natural 

Language Inference (NLI), to perform zero-shot predictions for known intents. This approach allows the 

pipeline to handle unseen intents, a critical challenge in intent discovery. The primary strength of this 

pipeline lies in its ability to make zero-shot predictions, thereby eliminating the need for extensive labeled 

data for every new intent. However, one limitation identified in Z-BERT-A is the reliance on high-quality 

dependency parsing for the new intent generation stage, which may affect the overall accuracy. 

Having worked extensively with the Z-BERT-A source code, there is significant potential for future 

research and improvement in the intent generation pipeline. Future contributions could focus on enhancing 

the accuracy of the intent generation process by exploring advanced techniques in dependency parsing or 

investigating alternative methods for generating new intents. Furthermore, the data ingestion module 

currently uses the CSV format, which limits its flexibility. A potential area of improvement involves 

developing a module capable of handling multiple data formats such as TSV, JSON, and various database 

types, thus increasing the pipeline’s adaptability to different sources and use cases. 

 

VII. FUTURE WORK 

Future work on this pipeline can explore several key avenues for improvement. First, integrating 

additional zero-shot learning techniques could further enhance the model's ability to generalize across 

unseen domains, improving its performance and applicability in a broader range of contexts. Another 

promising direction is investigating the application of the pipeline to multilingual datasets, which would 

expand its usability to diverse linguistic environments and enhance its versatility in global applications. 

Additionally, addressing the pipeline’s scalability to efficiently handle larger datasets would be crucial for 

ensuring its effectiveness in real-world deployment, particularly in high-volume environments. These 

improvements, coupled with enhancements in the intent generation and data ingestion modules, would 

contribute to making the pipeline a more robust and adaptable tool for various conversational AI 

applications. 
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