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Abstract — Nowadays, students feel under pressure and experience stress for various reasons. These reasons
generally manifest as academic pressures, the social environment, and personal anxieties. Intense stress is
a significant factor that negatively impacts students' academic success, psychological health, and overall
quality of life. The inadequacy of traditional subjective assessment methods in determining stress levels
accurately and reliably has increased the need for objective, data-driven solutions. The main purpose of this
study is to automatically classify student stress levels (Low, Medium, High) using machine learning
algorithms and the Student Stress Monitoring Dataset from Kaggle. This dataset contains 1,100
observations, 21 features, and no missing values. In this study, Logistic Regression, Random Forest, and
XGBoost models were applied for classification. The accuracy of these models was measured as 88.1%,
86.2%, and 86.8%, respectively. The results show that machine learning methods can be used effectively
in predicting student stress levels.
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I. INTRODUCTION

Students are subjected to chronic stress due to the high expectations of modern academic life and families,
heavy course loads, the necessity of adapting to a competitive career environment, and the dynamics of
complex social lives [1,2]. Stress is considered a significant public health issue that not only reduces
students' academic performance and negatively impacts their concentration and memory functions, but also
directly threatens their psychological well-being and overall quality of life, leading to issues such as anxiety
and depression [3]. This situation challenges educational institutions to identify at-risk students early and
rapidly and to develop preventative intervention strategies.

The sources of student stress are not limited to emotional or cognitive factors. In addition to these factors,
stress sources can be grouped under three main headings: psychological, physiological, and environmental
[4,5]. These factors include:

e Psychological Factors: Variables such as test anxiety, self-esteem, and depression reflect students'
mental state. These variables have a significant impact on stress levels.

e Physiological Factors: The physical effects of stress, such as insomnia, headache, and high blood
pressure, appear as direct biological indicators.
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e Environmental Factors: External factors such as academic load, living conditions, noise level
and academic performance expectations have a significant impact on increased stress levels [6].

Traditional methods for assessing stress levels typically rely on surveys and subjective assessments based
on students' own perceptions. However, these subjective approaches may fall short of accurately and
reliably determining stress levels due to factors such as individual differences, cultural factors, and the
manipulation of responses [7].

As a solution to this shortcoming, data-driven approaches, particularly Machine Learning (ML) methods,
have seen significant development in recent years. ML algorithms can analyze complex patterns and
interactions between factors in multidimensional datasets (psychological, physiological, and
environmental) [8]. These analyses can address classification features overlooked by traditional methods
and clearly reveal their effects on stress levels [9].

A review of the literature reveals studies specifically utilizing features derived from survey data to
classify stress levels using machine learning algorithms [10]. This study, to contribute to this field,
employed a comprehensive student stress dataset shared on the Kaggle platform. The aim was to compare
the performance of different classification algorithms on this dataset. The study's unique contribution is the
rigorous comparison of the performance of three powerful classifiers with different architectures (Logistic
Regression, Random Forest, XGBoost) on a high-dimensional dataset. Furthermore, it aims to uncover the
most suitable, reliable, and practical model for automatically predicting student stress levels. This provides
a scientific and applicable approach for many institutions and organizations, especially educational
institutions, to identify student stress levels earlier and develop targeted intervention mechanisms.

II. MATERIALS AND METHOD

A. Dataset

The Student Stress Monitoring Dataset used in this study is shared on the Kaggle platform [11]. This
dataset contains various psychological, physiological, and environmental factors that affect students' stress
levels.

e Size: The dataset consists of observation data from a total of 1,100 students.

o Features: It contains a total of 21 independent features and a target variable (stress level).

e Target Variable (stress level): This dependent variable, representing students' stress levels, is
classified into three categories: 0 (Low Stress), 1 (Medium Stress), and 2 (High Stress). Having
three different categories presents a multi-class classification problem.

e Data Balance: The dataset has a balanced class distribution, with no significant imbalance between
low, medium, and high stress classes, which reduces class bias in model training. The distribution
of Stress Level classes is shown in Fig. 1.

Number of Students

0 (Low) 1 (Medium) =2 (High)

Fig. 1 Number of students according to stress levels

211



International Journal of Advanced Natural Sciences and Engineering Researches

B. Pre-processing Stages

Pre-processing steps were performed on the dataset to ensure the accurate and efficient operation of the
machine learning models. These pre-processing steps are as follows:

e Missing Value Checking and Data Cleaning: The dataset was initially determined to contain
no missing values (using the df.isnull(). sum () check). Therefore, no row deletion or missing
value filling was performed. Therefore, all 1,100 observations in the dataset were used in this
study.

o Feature Separation: The target variable (stress level) was selected as the dependent variable
(y). The other 20 features were separated as independent variables (x).

o Feature Scaling (Standardization): Because the different scales of independent variables can
negatively impact the performance of distance-based and scale-sensitive algorithms, especially
Logistic Regression, all features were standardized using StandardScaler (mean 0, standard
deviation 1).

e Training and Test Data Separation: To assess the generalization ability of the models, the
dataset was randomly split into two parts: 80% training and 20% test, using the train_test_split
function. This means 220 observations are reserved for testing.

C. Models

Three different machine learning models were used for the classification using the dataset above. These
models are:

o Logistic Regression: This is a linear classifier with high interpretability used for categorical
dependent variables [12, 13]. In this study, we used its extended version (0, 1, 2) to accommodate
the multi-class output variable.

¢ Random Forest: This is a powerful model based on decision trees, reducing the risk of overfitting
and offering high accuracy. It was chosen for this study due to its ability to capture complex and
non-linear relationships [14].

e XGBoost (Extreme Gradient Boosting): This boosting model is known for its superior
performance on structured data and is optimized for speed and scalability. It was chosen for its
ability to build a strong model by sequentially training weak learners and correcting previous
errors.

I11. RESULTS

Each implemented classification model was evaluated on the pre-processed test dataset (20%). There are
a total of 220 observations in the test set (Class 0: 76, Class 1: 73, Class 2: 71 support observations).
Accuracy was used as the main performance metric, and the ability of the models to distinguish each stress
level (Class 0, 1, 2) was additionally analyzed using Confusion Matrix analysis. The accuracy value of the
performance of the models on the test data is shown in Table 1.

Table 1. Performance results of the models on the test data (according to the accuracy metric)

Model Accuracy (%)
Logistic Regression 88.1
Random Forest 86.2
XGBoost 86.8

When Table 1 is examined, it is observed that the Logistic Regression model showed the best
performance with an accuracy rate of 88.1%, which is slightly higher than the other two ensemble
algorithms. Random Forest and XGBoost models, on the other hand, exhibited very close and high
performances. These results confirm that all three models were quite successful in classifying the dataset.

The performance of the models on each class was examined in more detail using the Precision, Recall,
and F1-Score metrics. The results are shown in Figure 2. Logistic Regression achieved the highest Precision
(0.91) and F1-Score (0.91) values for predicting high stress levels (Class 2), demonstrating that it was able
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to distinguish high stress conditions more reliably than the other models. Thanks to the balanced class
distribution, all models did not exhibit significant imbalances in performance between classes.
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Fig. 2 Number of students according to stress levels
1v. DISCUSSION

Experimental results definitively demonstrate that student stress levels can be classified with high
accuracy (up to 88.1%) using machine learning algorithms. The most striking finding is that the Logistic
Regression model slightly outperforms more complex and advanced ensemble algorithms such as Random
Forest and XGBoost in terms of accuracy. This provides significant evidence that, given the standardized
features and balanced class structure of the dataset, there is a strong linearly separable structure among the
variables determining stress levels. In other words, even a relatively simple linear classifier (Logistic
Regression) was found to effectively model the relationships in this 20-feature dataset.
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