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Abstract – Breast cancer is the most common type of cancer among women worldwide and has the highest 

mortality rate among women. As early diagnosis is important in cancer, early diagnosis in breast cancer 

significantly reduces the death rate. Thus, early detection of breast cancer significantly increases the 

chances of survival. Early diagnosis of breast cancer can significantly increase the chances of survival, as 

it can encourage timely clinical treatment. In this study, the data quality of the Breast Cancer Wisconsin 

(Diagnostic) dataset, which includes metric data extracted from the biopsy piece with various data mining 

methods was increased and the patient's breast cancer was classified as benign or malignant with machine 

learning algorithms. When we compare the developed machine learning algorithms; K-Nearest Neighbor 

algorithm showed higher performance than other machine learning algorithms with 99.3% accuracy, 98.9% 

precision, 100% recall and 99.4% f1-score values. The second most successful model on the test set is 

Support Vector Machine and Logistic Regression. 
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I. INTRODUCTION 

Breast cancer has been identified as largest cause 

of cancer deaths among middle-aged women. 

According to the projection of the World Health 

Organization, the estimated number of breast cancer 

diagnoses among women is 1.5 million each year, 

with 500,000 women dying from breast cancer in 

2015 [1]. Early detection of breast cancer is 

important in order to reduce the mortality rates due 

to breast cancer in women. There are many early 

detection strategies, such as screening, to detect 

breast cancer early. In addition, with the 

development of artificial intelligence, various 

machine learning techniques have been developed. 

With these techniques, the decisions of experts in 

most fields can be supported. The use of machine 

learning techniques is increasing rapidly, helping 

medical professionals diagnose disease [2]. In breast 

cancer research, machine learning algorithms can be 

used to detect and predict cancer. 

In this study is aimed to classify the patient's 

breast cancer as benign or malignant with machine 

learning algorithms by increasing the data quality of 

the Breast Cancer Wisconsin (Diagnostic) data set, 

which includes metric data extracted from the 

biopsy piece by various data mining methods. 

The rest of the study is as follows: In Section 2, 

previous studies similar to this study are mentioned, 

in Section 3 the details of the dataset used and the 

machine learning methods used in the study, in 

Section 4 the experimental results obtained as a 

result of the study, and finally the conclusion part. 

In this section, some studies in the literature are 

mentioned. The machine learning algorithms and 
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results in the literature developed using the Breast 

Cancer Wisconsin dataset are shown in Table 1. 

According to Table 1, generally Support Vector 

Machine (SVM), Decision Tree (DT), Random 

Forest (RF), K-Nearest Neighbour (K-NN) and 

Naïve Bayes (NB) machine learning algorithms 

were used. When we look at the general evaluation, 

it has been seen that the performance of the 

algorithms in the literature varies in general due to 

the changes in data preparation or data pre-

processing steps. 

 Table 1. Some studies in the literature 

Studies Year Algorithm and Performance 

[3] 2022 

SVM: 0.95 

K-NN: 0.94 

NB: 0.95 

RF: 0.96 

Logistic Regression (LR): 0.95 

DT: 0.94 

ANN: 0.95 

[4] 2022 

PCA-SVM: 0.98 

LDA-SVM: 0.98 

RF-LDA: 0.95 

RF-PCA: 0.97 

[5] 2021 

SVM: 0.97 

RF: 0.96 

LR: 0.96 

DT: 0.95 

K-NN: 0.94  

[6]  2020 
LR: 0.98 

K-NN: 0.96 

[7] 2020 
DT: 0.99 

NB: 0.99 

[8] 2020 

RF: 0.99 

Gradient Boosted Trees: 0.96 

LR: 0.98 

DT: 0.95 

SVM: 0.93 

[9] 2019 

SVM: 0.96 

Multilayer Perceptron (MP):0.95 

Voted Perceptron: 0.91 

[10] 2018 

K-NN: 0.99 

SVM: 0.91 

LR: 0.90 

[11] 2018 

K-NN: 0.95 

SVM: 0.98 

DT: 0.93 

[12] 2018 Review Article 

[13] 2018 

DT: 0.93 

NB: 0.97 

RBF Network: 0.97 

[14] 2018 

SVM: 0.93 

MP: 0.98 

K-NN: 0.91 

DT: 0.97 

[15] 2017 
SVM: 0.98 

K-NN: 0.97 

[16] 2017 

SVM: 0.99 

K-NN: 0.96 

NB: 0.93 

RF: 0.98 

LR: 0.95 

[17] 2017 DT: 0.94 

[18] 2016 K-Means: 0.92 

[19] 2016 

SVM: 0.97 

K-NN: 0.95 

NB: 0.96 

[20] 2016 

NB: 0.92 

Neural Networks: 1.00 

SVM+DT: 0.95 

Fuzzy: 0.93 

RelevanceVectorMachine: 0.97 

[21] 2015 
SVM: 0.96 

MP: 0.95 

[22] 2015 
DT: 0.96 

Bayesian Networks: 0.97 

[23] 2014 DT: 0.94 

[24] 2012 

MP: 0.95 

K-NN: 0.94 

DT: 0.95 

NB: 0.96 

II. MATERIALS AND METHOD 

A. Dataset 

There are 699 samples in the Breast Cancer 

Wisconsin dataset from UCI repository [25], and 

each sample has 10 features and 1 class information. 

In addition, there are 16 missing feature values 

specified as '?' in the dataset. Dataset description is 

also included in Table 2. 

Table 2. Dataset description 

Features Value Range 

Sample code number id number 

Clump Thickness 1 - 10 

Uniformity of Cell Size 1 - 10 

Uniformity of Cell Shape 1 - 10 

Marginal Adhesion 1 - 10 

Single Epithelial Cell Size 1 - 10 

Bare Nuclei 1 - 10 

Bland Chromatin 1 - 10 

Normal Nucleoli 1 - 10 
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Mitoses 1 - 10 

Class 
2: benign 458 (65.5%) 

4: malignant 241 (34.5%) 

B. Method 

The value range of the properties of the dataset is 

in the range of 1 to 10. The missing data in various 

properties of 16 samples were filled with an average 

value of 5 using the missing data filling method, 

which is a pre-processing method commonly used 

in data mining. Input and output values were created 

by separating the feature and class values in the 

dataset. 80% of the generated input and output 

values are divided as training (599 samples) and 

20% as test data (140 samples). The prepared data is 

tested by various machine learning algorithms such 

as K-NN [26], DT [27], SVM [28], NB [29], RF 

[30], LR [31], MP [32], and the results are shown in 

section 5. Figure 1 shows the algorithmic 

representation of the study. 

 

 

Fig. 1 Algorithmic representation of the study 

C. Evaluation Metrics 

The Breast Cancer Wisconsin dataset, which was 

prepared using data mining methods, was tested 

with various machine learning algorithms. In this 

study, accuracy, precision, recall and f1 score 

metrics, which are calculated in Eqs. (1), (2), (3) and 

(4), respectively, are considered as evaluation 

criteria. The equations given below show the metric 

calculations according to the confusion matrix 

extracted in Table 3. 

 

Table 3. Confusion matrix 

  Actual Values 

  Benign Malign 

Predicted 

Values 

Benign TP FN 

Malign FP TN 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
                               (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                           (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                               (3) 

 

𝑓1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
                  (4) 

III. RESULTS 

The results of the machine learning models trained 

to classify benign and malignant breast cancer on 

the Breast Cancer Wisconsin dataset are given in 

Table 4. According to Table 4, while the K-NN 

machine learning algorithm gave the highest 

classification performance for benign and malignant 

breast cancer, the DT machine learning algorithm 

showed the lowest classification performance. In 

addition, the confusion matrix extracted for each 

algorithm is shown in Figure 2 to Figure 8. In the 

confusion matrices below, 0 represents benign 

tumour and 1 represents malignant tumour. 

Table 4. Machine Learning Algorithm Results 

Algorithm Accuracy Precision Recall F1-S. 

K-NN 0.993 0.989 1.000 0.994 

DT 0.957 0.947 0.989 0.967 

SVM 0.986 0.989 0.989 0.989 

NB 0.971 0.989 0.967 0.978 

RF 0.978 0.978 0.989 0.983 

LR 0.986 0.978 1.000 0.989 

MP 0.978 0.968 1.000 0.984 

 

 
Fig. 2 Confusion Matrix of K-NN 

 

 



 

94 
 

    Fig. 3 Confusion Matrix of DT 

 
Fig. 4 Confusion Matrix of SVM 

 

 
Fig. 5 Confusion Matrix of NB 

 

 
Fig. 6 Confusion Matrix of RF 

 

 
Fig. 7 Confusion Matrix of LR 

 
Fig. 8 Confusion Matrix of MP 

 

 

IV. CONCLUSION 

   It has been revealed by the literature research that 

machine learning is widely used in the field of 

medicine as in many different fields and is used as a 

decision support system in the diagnosis of diseases. 

Its use is increasing, especially in the diagnosis of 

cancer. Breast cancer is the most common type of 

cancer among women and poses a risk of death if 

not detected early. For this reason, as can be seen 

from the studies in the literature, it is important to 

detect the diagnosis of breast cancer accurately and 

with high performance. Studies with this data set in 

the literature were examined and a comparison of 

different accuracies between machine learning 

algorithms was given. It has been observed that the 

reason for this is that the differences in the 

preparation of the data or the pre-processing of the 

data affect the results. In this study, the breast cancer 

of the patient was classified as benign/malignant 

using the Breast Cancer Wisconsin dataset and data 

mining and machine learning algorithms, and a 

comparison was made by looking at certain metrics 

in various machine learning algorithms. In future 

studies, multiple classifications are planned on a 

more comprehensive data set. 
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