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Abstract –This paper presents a multiple linear curve fitting method for finding how the change of 

manipulated variables affect the final result using productivity prediction of garment employees data set. 

To perform fitting, a function is defined, which depends on the parameters that measures the closeness 

between the data and model. The simplest form of modelling is linear regression, which is the prediction 

of one variable from another. When the relationship between a few variables are assumed to be linear, then 

multiple linear regression will be used to model the relationship between a continuous response variable 

and continuous or categorical explanatory variables. 
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I. INTRODUCTION 

Statistics is characterized as a numerical science 

which consists of the collection, analyzing, 

understanding and presenting the data. In this paper, 

the productivity prediction of garment employees 

data set is used for regression purposes by predicting 

the productivity range between 0 and 1. We 

investigate the relationship between two or more 

factors and a target variable by using the curve 

fitting method with multiple linear regression 

model. The model adequacy checking would be 

applied on multiple linear regression model. This is 

to ensure that the factors have linear relationship 

among each other. 

The general formula for multiple linear regression 

model is: 

𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯ + 𝛽𝑛𝑥𝑛 + 𝜀   

where 

n = number of regressors 

y = target variable (or dependent variable) 

xn = the nth factor (or independent variable) 

β0 = the point where the regression line crosses the 

vertical axis 

βn = slope or coefficient for the nth factor 

ε = the model’s random error term with NID(0,σ2) 
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II. LITERATURE REVIEW 

According to Loftus (2021), simple linear 

regression gives us a full understanding of the 

relationship between predictor and response. There 

is only one manipulated variable used to find or 

predict the target variable in simple linear regression 

[1].  

The main idea for regression is to plot the line of 

best fit. The general formula for simple linear 

regression is 𝑦 = 𝛽0 + 𝛽1𝑥 + 𝜀, where the gradient 

or the regression coefficient of the manipulated 

variable is 𝛽1 and the coordinate with the line 

crosses the vertical axis is 𝛽0. The 𝑦 is the target to 

be predicted, 𝑥 is the factors or independent 

variables, and 𝜀 is the random error term [2-5]. 

Multiple linear regression analysis is a technique 

that uses statistical analysis of the relation between 

multiple independent variables and a single 

dependent variable, in which these variables are 

linearly related to each other.  

The concept for multiple linear regression is 

similar to the simple linear regression, but it 

contains two or more than two predictor variables. 

The general formula for multiple linear regression is 

𝑦 = 𝛽0 + ∑ 𝛽𝑖𝑥𝑖
𝑛
𝑖=1 + 𝜀 where the 𝛽𝑖 is the 

regression coefficient for each manipulated variable 

and 𝑥𝑖 is the value for 𝑖𝑡ℎ manipulated variable. 

When fitting a multiple linear regression model, 

we must safeguard against the problem of 

multicollinearity. It is important that the 

manipulated variables which are included in the 

regression analysis are not very profoundly 

correlated with one another [6-9].  

Multicollinearity is the inordinate relationship 

among the manipulated variables. This supposition 

can be tried by calculating the VIF value, which 

estimates whether manipulated variables are 

exceptionally related with one another proposing. 

When distinguishing multicollinearity, the strongly 

correlated variables are set as a single variable, or 

the variables that should be included in the model 

are carefully considered [10-12]. 

R is a programming language and software 

environment. It is mainly used for data analysis, 

statistical computing, graphics and has become the 

reference working software tool in many fields of 

research and development.  

R is an amazing modern calculation climate for 

visualization, information control and statistical 

computation. In R, information is treated as a 

matrix, vector or network which is similar to 

mathematics. It likewise gives different measurable 

techniques and functions including general 

statistical testing, various kinds of modelling like 

the linear and nonlinear model, clustering, 

classification, regression and so on. Moreover, R 

gives different graphical functions to create the 

higher quality and better-designed plots. Both 

graphical and statistical methods should be possible 

by means of a few lines of coding [13-14]. 

III. MATERIALS AND METHOD 

The formula for estimated multiple linear 

regression is shown below. The predicted target, 𝑦̂, 

also known as predicted productivity will be 

calculated,  

 𝑦̂ = 𝛽̂0 + 𝛽̂1𝑥1 + 𝛽̂2𝑥2 + ⋯ + 𝛽̂𝑛𝑥𝑛 

 

A technique for recognizing multicollinearity is to 

calculate the variance inflation factor (VIF) value. 

This is an action where the standard error of the 

multicollinearity coefficient estimation is inflated 

because of multicollinearity. The VIF formula is 

𝑉𝐼𝐹 =
1

1−𝑅𝑖
2 where Ri

2 is the determination 

coefficients of variables i. A VIF of 10 and above 

indicates that there is multicollinearity problem. 

 

The fitting of the multiple linear regression model 

is based on the following significant assumptions:  

• The relationship between the target variable, 

y and manipulated variables, xn is 

approximately linear.  

• The errors are uncorrelated.  

• The errors are normally distributed. 

The validity of these assumptions is required for 

the outcomes to be significant. On the off chance 

that these assumptions are violated, the outcome can 

be mistaken. Assuming these departures are small, 

the final result may not be changed essentially. If the 

deviations are huge, the model obtained may 

become unstable in an alternate example could 

prompt a completely unique model with inverse 
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conclusions. Hence, the basic assumptions must be 

confirmed prior to attempt to regression modelling. 

Box-Cox strategy is a technique where the target 

𝑦 is written in type of 𝑦λ. λ and the boundaries can 

be assessed at the same time by utilizing the 

maximum likelihood technique. There is a 

conspicuous issue that when λ ways to zero, 𝑦λ 

ways to 1, which is useless. The target can be 

transformed as 

𝑦λ = {
𝑦λ − 1

λ
       λ ≠ 0

𝑙𝑛 y          λ = 0.

 

Be that as it may, there is yet an issue, when λ 

changes, the value of (𝑦λ − 1)/λ  change 

emphatically. The formula is improved as 

𝑦λ = {

𝑦λ − 1

λ𝑦̇λ−1
       λ ≠ 0

𝑦̇𝑙𝑛 y        λ = 0.

 

where 𝑦̇ = 𝑙𝑛−1(
1

𝑛
∑ 𝑙𝑛 𝑦𝑖

𝑛
𝑖=1 ) is the mean of the 

manipulated variables. 

IV.  RESULTS AND DISCUSSION 

The productivity prediction of garment 

employees data set with 8 attributes are chosen in 

this study. Table 1 shows the selected attributes with 

response y. 

Table 1: Selected attributes with response y 

Variable Represented as 

quarter x1 

day x2 

team x3 

Target productivity x4 

smv x5 

incentive x6 

no. of style change x7 

no. of workers x8 

actual productivity y 

 

The linear correlation relationship between factors 

is calculated using R language and shown in Table 

2. According to the Table 2, there is a strong positive 

relationship between x5 and x8 (0.91). 
Table 2: Linear correlation coefficients between factors 

  x1 x2 x3 x4 x5 x6 x7 x8 y 

x

1 
1.00                 

x

2 
0.06 1.00        

x

3 
0.02 0.00 1.00       

x

4 

-

0.15 

-

0.02 
0.05 1.00      

x

5 

-

0.01 

-

0.02 

-

0.11 

-

0.10 
1.00     

x

6 

-

0.02 

-

0.03 
0.00 0.18 0.63 

1.0

0    

x

7 
0.21 

-

0.04 

-

0.01 

-

0.23 
0.31 

0.0

4 
1.00   

x

8 

-

0.01 

-

0.03 

-

0.07 

-

0.11 
0.91 

0.7

2 
0.33 1.00  

y 
-

0.05 

-

0.02 

-

0.11 
0.37 

-

0.08 

0.2

8 

-

0.16 

-

0.02 

1.0

0 

Table 3 shows the estimated parameter and VIF 

value for each factor. Since all the VIF values are 

less than 10, we assume that multicollinearity 

problems do not exist. 
 

Table 3: Overall regression model for productivity 

prediction of garment employees data set 

Variable 
d
f 

Estimate
d 

Std. 
Error 

t-
value 

p-value VIF 

(Intercept) 1 0.27575 0.06260 4.405 
1.17e-

05  

x1 1 0.00046 0.00352 0.131 0.896 
1.084

7 

x2 
1 -0.00032 0.00196 -0.165 0.869 

1.009
6 

x3 
1 -0.00757 0.00122 -6.199 

8.10e-
10 

1.026
8 

x4 
1 0.70320 0.07755 9.068 < 2e-16 

1.221
6 

x5 
1 -0.00566 0.00093 -6.055 

1.95e-
09 

6.181
1 

x6 
1 0.00258 0.00024 

10.87
9 

< 2e-16 
2.669

0 

x7 
1 -0.00188 0.01129 -0.166 0.868 

1.318
9 
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x8 
1 0.00018 0.00055 0.334 0.739 

8.615
9 

 

Based on the backward deletion method at 

selected alpha value of 0.05, the variable x2 records 

the highest p-value (0.896) among all the factors, so 

x2 will be deleted from the regression model. This 

step is repeated until all the VIF values are less than 

10 and p-values are less than 0.05. The results after 

removing the insignificant coefficients are shown in 

Table 4, 5 and 6. The final regression model is 

shown in Table 7. 

 
Table 4: Reduced regression model after removing 

factor “quarter” 

Variable 
d
f 

Estimate
d 

Std. 
Error 

t-
value 

p-value VIF 

(Intercept
) 

1 0.27786 0.06048 4.595 
4.86e-

06  

x2 
1 -0.00031 0.00195 -0.156 0.876 

1.004
9 

x3 
1 -0.00756 0.00122 -6.201 

8.02e-
10 

1.026
5 

x4 
1 0.70184 0.07681 9.138 < 2e-16 

1.199
6 

x5 
1 -0.00566 0.00093 -6.056 

1.93e-
09 

6.179
5 

x6 
1 0.00259 0.00024 

10.94
7 

< 2e-16 
2.644

3 

x7 
1 -0.00155 0.01100 -0.141 0.888 

1.252
2 

x8 
1 0.00018 0.00054 0.323 0.746 

8.547
7 

 
Table 5: Reduced regression model after removing 

factor “no. of style change” 

Variable 
d
f 

Estimate
d 

Std. 
Error 

t-
value 

p-value VIF 

(Intercept
) 

1 0.27713 0.06023 4.601 
4.70e-

06  

x2 
1 -0.00029 0.00195 -0.151 0.880 

1.003
0 

x3 
1 -0.00757 0.00122 -6.216 

7.32e-
10 

1.024
6 

x4 
1 0.70301 0.07632 9.212 < 2e-16 

1.185
4 

x5 
1 -0.00566 0.00093 -6.060 

1.89e-
09 

6.179
3 

x6 
1 0.00259 0.00023 

11.35
0 

< 2e-16 
2.478

1 

x8 
1 0.00016 0.00053 0.300 0.746 

8.156
7 

Table 6: Reduced regression model after removing 

factor “day” 

Variable 
d
f 

Estimate
d 

Std. 
Error 

t-
value 

p-value VIF 

(Intercept
) 

1 0.27572 0.05947 4.636 
3.98e-

06  

x3 
1 -0.00757 0.00122 -6.218 

7.20e-
10 

1.024
6 

x4 
1 0.70333 0.07625 9.223 < 2e-16 

1.184
5 

x5 
1 -0.00566 0.00093 -6.071 

1.76e-
09 

6.172
4 

x6 
1 0.00259 0.00023 

11.35
5 

< 2e-16 
2.478

1 

x8 
1 0.00016 0.00053 0.307 0.759 

8.134
2 

 
Table 7: Final regression model for productivity 

prediction of garment employees data set 
Variable Estimated Std. Error SS t-value p-value 

(Intercept) 0.2810 0.0569170 19.497 4.937 9.22e-07 

x3 -0.0076 0.0012155 0.309 -6.214 7.42e-10 

x4 0.6976 0.0739081 3.815 9.439 < 2e-16 

x5 -0.0054 0.0005079 0.108 -10.676 < 2e-16 

x6 0.0026 0.0001974 3.246 13.322 < 2e-16 

 

The predicted regression model after removing 

factors x1 (quarter), x2 (day), x7 (no. of style change) 

and x8 (no. of workers) is: 

𝑦̂ = 0.281 − 0.0076𝑥3 + 0.6976𝑥4 − 0.0054𝑥5

+ 0.0026𝑥6 

 

After the regression model is fitted, some methods 

in model adequacy checking are used for analysis. 

Figure 1 and 2 show that the data does not come 

from a normal distribution. This is due to the 

histogram has a slightly left skewed distribution 

while the points do not lie along a straight line in 

normal probability plot. Hence, data transformation 

will be performed to get a better regression model. 
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Figure 1: Histogram for the fitted model 

 

Figure 2: Normal probability plot for the fitted model 

The regression model after data transformation is: 

𝑦̂2 = 0.0026 − 0.0132𝑥3 + 0.9563𝑥4 − 0.0042𝑥5

+ 0.0021𝑥6 

 

Figure 3 shows the normal probability plot after 

data transformation. The points lie approximately 

along a straight line reflects a normal distribution. 

 

 

Figure 3: Normal probability plot after data transformation 

V. CONCLUSION 

In general, the determined multiple linear 

regression model is a helpful model to predict the 

productivity of garment employees by choosing 

team, target productivity, standard minute values 

and incentive as manipulated variables. Model 

adequacy checking and data transformation can 

assist in analyzing the data as well as validate the 

significant regression assumptions. 
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