Short-Term Load Forecasting Based on Bayesian Ridge Regression Coupled with an Optimal Feature Selection Technique
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Abstract – Load forecasting has been an important aspect in power system operations. The increase in the integration of different renewable energy resources during past decades has made it even more crucial as an accurate load forecast can be highly beneficial for the energy market as well as the ongoing economic dispatch and unit commitment problem. The increased influence of artificial intelligence and machine learning in electrical engineering has also caused an improvement in load forecasts immensely. This study presents a short-term load forecasting methodology using Bayesian Ridge Regression paired up with an optimal feature selection technique which is a combination of Coyote Optimization Algorithm and Quadratic Discriminant Analysis. The test systems used in the study are based on the historical load data obtained from publicly available API offered by PJM data miner 2 and the weather data obtained using Visual Crossing. Before the application of the feature selection technique, the features were engineered by lagging the weather and the load data. The results of this method are compared with multiple state-of-the-art load forecasting methods including Gradient Boosting Regressor, Random Forest Regressor, Ensemble from ElasticNet, and Bagging with Decision Tree. The proposed method proved to be superior as it showed a noticeable decrease in mean absolute percentage error and root-mean-square error.
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1. INTRODUCTION

The importance of load forecasting has always been high in the many aspects of the electrical power system including power generation planning, electricity supply design, operations and maintenance of power plants, and the electricity market [1]. The increase in the number of renewable energy resources (RERs) in the power system has magnified the importance of load forecasting even further because of the many complications brought by them including the expenses of storage as well as their integration [2].

Load forecasting is divided into four different categories depending on the duration of time. Long-term forecasting has a duration of multiple years. Medium-term forecasting ranges from a few weeks...
to a few months. Short-term has a range between a few hours to a few weeks while very short-term has a duration of a few seconds to a few minutes [3]. This research is centered on short-term load forecasting.

The solution for the problem of short-term load forecasting can be divided into two methods, conventional and intelligent. Conventional or traditional methods involve statistical studies like auto smoothing and regression [4] while intelligent methods are further divided into artificial neural networks [5], metaheuristic methods [6] as well as hybrid methods which are a combination of metaheuristic methods with statistical techniques or statistical techniques with intelligent methods [5][7]. Artificially intelligent techniques such as these have enabled the system to do multi-input and multi-layer forecasts [8]. The load data obtained from a power system is a time-series dataset with multiple statistical properties and patterns which may not be visible to the human eye but can be used to create accurate forecasting after converting the dataset into a multi-dimensional shape [9].

Hybrid forecasting techniques are proven to be more accurate compared to traditional techniques as presented in [10] where the hybrid model created by combining Gated Recurrent Units (GRU) with Convolutional Neural Networks (CNN) showed improved results compared to both GRU and CNN individually. H. Eskandari [11] used Long Short Term Memory (LSTM) and CNN to create an hourly forecast by having temperature, and season of the year into the dataset. The multi-dimension feature extraction separated this study from previously done short-term forecasting techniques. The resulting model showed superior results compared to some previous methods in the same area. B. Farsi et al. [12] introduced a combination of LSTM and CNN with a minor modification, making it parallel LSTM-CNN Network (PLCNet), the accuracy of the forecasting results was compared with other ML methods as well and it outperforms all of them in both runtimes and mean absolute percentage error (MAPE). A novel hybrid method was introduced by Z. Gao et al. [13] which was named RF-IPWOA-ELM comprised of Random Forest, an improved parallel whale optimization algorithm, and an extreme learning machine. The comparison of the proposed method with generalized regression neural network (GRNN) showed improved accuracy.

In recent years, deep learning, with its rapid development, has become a fairly researched topic in forecasting [14]. This type of machine learning refers to creating stacks of multiple nonlinear network layers which enables the model to create a nonlinear mapping of the data along with feature abstraction. It also relies on stochastic optimization techniques to attain the computation from the dataset.

D. Lu et al. [15] introduced an advanced load forecasting method which is a combination of three ML methods, namely Least Absolute Shrinkage and Selection Operator (LASSO), Bayesian Ridge Regression with Principal Component Analysis (PCA) as a feature selection technique. The proposed method was designed to help the system operator create a day-ahead schedule for the units in the system. The integration of smart metering systems in the power system in recent years has made it possible to get data from residential loads and has made optimization of load shaving as well as demand response of such loads possible through their short-term load forecasting [16][17].

Load forecasting is dependent on multiple external factors including temperature, humidity, UV index, and precipitation [11]. The increase in external factors in turn causes an increase in the number of features that will be responsible for the forecasting of the load. In [18] the number of features was increased by creating lagged data version of the load while in [15], along with the lagged version of the load, the lagged version of some weather parameters was also produced which resulted in an improvement in the forecasting. The increase in the number of features has made it a necessity to have a feature selection technique paired with the forecasting model which can be fast and would be able to determine and choose the most important features from the entire dataset. In [19], P. Matrenin makes use of feature selection methods in time series-based models like XGBoost and SVR for medium load forecasting. The conclusion was that the most over-fitting resilient model was a combination of four linear regressions.

H. Naseri [20], proposed a novel feature selection technique called Coyote Optimization Algorithm-Quadratic Discriminant Analysis (COA-QDA) to minimize the data required to make accurate forecasting. The technique outperformed LASSO used by [15] along with some other commonly used methods.
This study uses BRR paired with COA-QDA, presented in [20] which has shown its superiority compared to LASSO used in [15]. The conclusion showed improved results compared to the other models [15].

II. MATERIALS AND METHOD
The study follows the underlying steps:

1. Collection of historical load data of 2021 from Pennsylvania, New Jersey, and Maryland Interconnection (PJM) [21].
2. Acquisition of weather conditions and features from Visual Crossing [22].
3. Feature engineering of the load and weather data acquired above to include the lagged load and weather data.
4. Feature selection using COA-QDA.
5. Development and training of the BRR model.

The workflow of this study is presented in Fig. 1.

![Workflow of the proposed method](image)

The key aspects of the proposed method are presented in the upcoming sub-section.

A. COA-QDA
This feature selection technique first introduced in [1] is a hybrid of COA which is a metaheuristic swarm intelligence algorithm [2] coupled with QDA.

A particular number of solution vectors are applied in COA to reach the optimal solution of a problem. Each of these vectors has a single value of the dependent variable of the problem. The independent variables of the vector are represented as the social behavior of the coyote. These independent variables are shown in (1).

\[ \text{var}_{c,\text{iter}} = v = (v_1, v_2, v_3, \ldots, v_N) \]  

(C1)

Here, \( v \) is the independent variable of coyote \( c \) in the herd \( h \) for the iteration \( \text{iter} \). \( N \) is the number of dimensions and \( v \) is the value of the variable.

Coyotes have a hierarchical structure in their herd according to their fitness. The coyote with the highest fitness is ranked alpha and thus the solution vector with the highest fitness will be considered the optimal solution. The equation used to calculate the alpha vector is presented in (2).

\[ a_{h,\text{iter}} = \left\{ \text{var}_{c,\text{iter}} \right\}_{c=1,2,3,\ldots,N} \min f(\text{var}_{c,\text{iter}}) \]  

(2)

Here, \( a \) is the alpha of the herd \( h \), at iteration \( \text{iter} \). QDA is a statistical supervised classification technique that proceeds with the assumption that Gaussian distribution is applicable each class to model the likelihood of each feature in the dataset. The feature vector is assumed to be multivariate in the group with a given mean vector and a specific covariance matrix.

COA-QDA maximizes the accuracy of the prediction by selecting the optimal features of the dataset.

B. Bayesian Ridge Regression
After the feature selection is complete, load forecasting is achieved using BRR. It is a linear combination of multiple nonlinear kernels with a ridge, which is a penalty for over complicating the model.

The regression part of this technique is to find an appropriate set of weights to express the correspondence between one or more target values with input data, which may contain 1 to \( N \) dimensions of variables. As shown in (3):

\[ y(x,w) = y_0 + w_1 x_1 + w_2 x_2 + \ldots + w_N x_N \]  

(3)

Here, \( w \) is the weights, \( x \) is the input data, and \( y \) is the target value. Weights are calculated as \( (w_1, w_2, w_3, \ldots, w_N)^T \) and input data \( x \) is \( (x_1, x_2, x_3, \ldots, x_N) \). Equation (3) possesses many limitations so an extended version of it is introduced in (4).

\[ y'(x,w) = y_0 + w_1 \phi(x_1) + w_2 \phi(x_2) + \ldots + w_N \phi(x_N) = \phi^T(x)w \]  

(4)

Here \( \phi(0) \) is initialized to 1 and \( \phi \) is a nonlinear function which can either be Gaussian or sigmoidal.

The objective error function with the inclusion of the ridge part in BRR is presented in (5).

\[ \min 1 \sum_{i=1}^{N} \left( t_i - \phi^T(x_i)w \right)^2 + \frac{\lambda}{2} w^T w \]  

(5)

Here \( \phi^T w \) is the ridge regression, \( \lambda \) is the gamma distribution chosen during the fitting of the model.
\( \sigma^2_N \) is the variance of the model, and is shown in (6) as:
\[
\sigma^2_N(x) = \sigma^2_1 + \phi(x)^T S_N \phi(x)
\]
(6)
Here, \( S_N \) is the covariance for every weight.

In Bayesian optimization techniques, regularization parameters are included in the prediction procedure. These parameters are not hard-coded but are tuned based on the data being worked with.

This can be done by presenting some uninformative and obscure priors over the hyperparameters of the model. The regularization method used in ridge regression is equivalent to finding a maximum posterior Gaussian estimation under a prior over the coefficients with precision. The value of \( \lambda \) is not fixed as well and is treated as a random variable to be estimated based on the data. The output is also assumed to be Gaussian distribution and is again treated as a random variable.

Using BRR has multiple advantages, some of which are its capability to adapt to the data and its flexibility to include regularization parameters. The disadvantage of using BRR is that it is time-consuming.

III. EXPERIMENTAL SETUP

The simulation of this research was carried out on a free version of Google Colab on a 2VCPU @ 2.2GHz with 13GB RAM which proved to be a viable alternative for deep learning applications to actual hardware [24].

A. Data description

The load data used in this study is obtained from PJM for the year 2021. PJM comprises multiple substations and the selected stations for this study are in Table 1. The load data for all the selected substations is shown in Fig. 2.

<table>
<thead>
<tr>
<th>Sr #</th>
<th>Abbreviation</th>
<th>Load Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AP</td>
<td>Allegheny Power Systems</td>
</tr>
<tr>
<td>2</td>
<td>DAY</td>
<td>Dayton Power and Light Corporate</td>
</tr>
<tr>
<td>3</td>
<td>DEOK</td>
<td>Duke Energy Ohio and Kentucky Corporation</td>
</tr>
<tr>
<td>4</td>
<td>EKPC</td>
<td>East Kentucky Power Cooperative</td>
</tr>
</tbody>
</table>

Table 1. Load Areas in Test Cases

Fig. 2. Load curve for the year 2021

The weather data obtained was obtained from Visual Crossing for specific locations which are part of the load areas of PJM. The data was composed of temperature, feels-like, dew, humidity, precipitation, precipitation probability, snow, snow depth, wind speed, wind direction, sea level pressure, visibility, solar radiation, and UV index.

b. Data preprocessing

The time was split into days, months, and weeks and their sine and cosine values were obtained which presented improved results [3]. The 24-hour lagged version of the data was created which increased the number of features from 15 to 408 features. This feature engineering increased the amount of data and was then passed into the COA-QDA feature selection technique which decreased the number of features to a quarter of the original.

C. Evaluation metrics

The results which are generated through this study, along with their comparison with other widely researched studies are evaluated by their root-mean-square error and mean absolute percentage error. MAPE is shown in (7) is the evaluation of regression loss in prediction problems and is represented as:
\[
\text{MAPE}(\hat{y}, y_{\text{predicted}}) = \frac{1}{n} \sum_{i=0}^{n-1} \frac{|y_i - y_{\text{predicted},i}|}{\max(\epsilon, |y_i|)}
\]
(7)

Here, \( y \) is the test data to be validated by \( y_{\text{predicted},i} \), \( n \) is the number of observations.
RMSE is defined as a measure of the distance between the prediction of a point with its true value presented in (8). To remove the case where the prediction of two points is equal and opposite to
their true values, a square is placed so that the sum may not add up to zero. RMSE is represented as:

\[ \text{RMSE} \left( y, y_{\text{predicted}} \right) = \sqrt{\frac{\sum_{i=0}^{n} \left( y_{\text{predicted}} - y_i \right)^2}{n}} \]  

(8)

IV. RESULTS AND DISCUSSION

The test case used is of the year 2021 from PJM and is compared to Gradient Boosting Regressor, Random Forest Regressor, Bagging with Decision Tree, and Ensemble from ElasticNet. The comparison results for all the substations are recorded in Table 2. The worst-case result obtained is of AP substation which is at MAPE 0.6%. In Fig. 3 and Fig. 4, the comparison between this research and others for the forecasting of the last week of 2021 (from December 24th to December 31st) along with a magnified version of December 25th.

Table 2. Detailed Comparison of Proposed Method

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE (MW)</td>
<td>MAPE (%)</td>
<td>RMSE (MW)</td>
<td>MAPE (%)</td>
<td>RMSE (MW)</td>
</tr>
<tr>
<td>AP</td>
<td>41.00</td>
<td>1.60</td>
<td>10.81</td>
<td>2.15</td>
<td>151.72</td>
</tr>
<tr>
<td>DAY</td>
<td>11.89</td>
<td>1.55</td>
<td>4.34</td>
<td>1.20</td>
<td>33.09</td>
</tr>
<tr>
<td>DEOK</td>
<td>19.80</td>
<td>1.62</td>
<td>9.45</td>
<td>1.27</td>
<td>37.74</td>
</tr>
<tr>
<td>EKPC</td>
<td>9.36</td>
<td>0.71</td>
<td>6.62</td>
<td>1.35</td>
<td>54.97</td>
</tr>
<tr>
<td>PEPCO</td>
<td>23.16</td>
<td>1.68</td>
<td>5.40</td>
<td>1.17</td>
<td>33.88</td>
</tr>
<tr>
<td>RECO</td>
<td>10.38</td>
<td>0.83</td>
<td>3.58</td>
<td>0.78</td>
<td>15.87</td>
</tr>
</tbody>
</table>

(a) Comparison of multiple techniques with the proposed study

(b) APE and MAPE

Fig. 3. Worst-case forecast

The absolute percentage error (APE) and the MAPE are also presented. The results from this study can be used to perform unit commitment and economic dispatch problems. This forecasting method, because of its high accuracy can also be used for short-term planning.
V. CONCLUSION

The study proposes a short-term load forecasting method which, when coupled with showed improved results compared to other widely researched techniques. The method combines BRR with an optimal feature selection technique named COA-QDA. The worst-case result obtained through this study was 0.60% MAPE which is an improvement when compared with multiple other techniques for the same test case. The use cases for this research include short-term generation planning and economic dispatch of power resources.
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